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Foreword

I am very grateful to the organizers of this winter schools; namely Thomas Richter,
Boris Vexler, Dominik Meidner, and Rolf Rannacher, for the opportunity to hold
this lecture on fluid-structure interaction (FSI) problems at IWR Heidelberg. Still,
fluid-structure interaction is one of the most challenging problems that extend into all
parts of applied mathematics: modeling and theory, numerical techniques, large-scale
high performance computations, sensitivity analysis and optimization. These notes
represent a mixture of state-of-the-art research; as well as teaching material of basic
techniques that have been well known for a long time now.

Beyond classical fluid-structure modeling; namely coupling incompressible Navier-
Stokes equations and three-dimensional elasticity, we make excursions to two related
(in the first view: simplified) problems: coupling of Darcy flow with elasticity and cou-
pling flow lubrication approximations to Poisson’s problem. Not only does this show
the applicability of FSI-techniques in related fields but it does also demonstrate how
physics and applications lead to different modeling aspects while possibly neglecting
characteristic features of standard FSI.

In order to access, understand, and work with the content of these notes, I suggest
as academical requirements classes for numerical methods for ordinary and partial
differential equations (ODEs and PDEs). Furthermore, PDE analysis, Sobolev spaces,
functional analysis, and concepts in continuum mechanics would be very helpful.

I wish to express my special gratitude to Thomas Richter with whom I have had
many discussions on fluid-structure interaction in the last years. Moreover, I have had
the pleasure to work and discuss with so many fantastic scientists that contributed
indirectly to these notes through joint publications or simply through discussions:
they are all listed acknowledgment section.

Before we start let me ask a question and ask for your help: Have you ever written
a long text, a thesis or a book? If yes, you remember very well that the first draft(s)
have never been your final manuscript and often - in particular after some days - you
find again and again errors and spelling mistakes. I promise that I carefully wrote
these notes and had more than one look for proof-reading; but since active research
is involved, parts of the text are under current development and subject to changes.
Please be patient and forgiving with me if you find errors and let me know them such
that I can improve future versions of these notes. Thanks a lot!

Thomas Wick! 2 3

(Linz, Austin, Heidelberg/Warsaw, Siegen)

IMany thanks to my FSI (French-Société-International)-ladies for their patience with me.

2In addition, T am very grateful to Ulrich Langer for the opportunity to work on these notes during
my RICAM-time.

3thomas.wick@ricam.oeaw.ac.at



Updates Nov 17, 2014

After lecturing at IWR Heidelberg, I made the following updates motivated by own
observations and recommendations by several participants (many, many thanks!!):

Figure 6;

More details to illustrate structural damping; e.g., in Figure 10;

More explanation of variational-monolithic coupling;

Classification of physics in the fully coupled problems: Problem 5.19 and 5.62

Many more details in Section 5.6 - almost new section compared to the old
version of the script;

New Section 6.6 with a hopefully simple example how we discretize and linearize.

Thomas Wick
(Nov 17, 2014, Linz)
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1 A Brief Motivation for FSI-Research and Challenges

1.1 Real-world observations, their impact, and principal questions

Fluid-structure interaction (FSI)* remains one of the most challenging topics to date,
although many publications have appeared with specific emphasize on applications,
coupling algorithms, and theory. Classical examples are found in industrial processes,
mechanical engineering, aero-elasticity, and biomechanics. Specifically, fluid-structure
interactions (FSI) are important to describe flows around elastic structures as for in-
stance in the flutter analysis of airplanes, parachute FSI, or blood flow in the cardiovas-
cular system, possibly with hyperelastic structure models, and heart valve dynamics,
see, for example [20, 49-51, 87, 165, 179, 184, 195, 196, 206, 215, 225] (of course, these
references are by far not sufficient - if I would list all, we would arrive at > 1000).
However, fluid-structure interaction is implicitly contained in many other fields as for
example in porous media flow (here fluid-structure interaction is needed on the mi-
croscopic level where solid pores interact with the flow; through homogenization, the
so-called Biot equations are obtained [35-37, 177]).

Revisiting current research in fluid-structure interaction and closely related fields
indicate that nothing else than

Health and Energy

constitute the big picture of possible applications. Of course both topics are of
highest relevance in our human society in order to prepare for future decades and
centuries!®

Let us start with two examples I have been involved in 6. The first topic is health
(specifically the heart) “:

1
2
2 Distance
4

5 Distance

Figure 1: Long axis heart valve. Provided by Jeremi Mizerski [178] (and in collabora-
tion with Rolf Rannacher; my PhD thesis [248]) .

4In these notes, I use both notations: ‘structure’ and ‘solid’.

5 Another urgent topic is climate research, for instance.

6There are so many interesting topics in FSI research, please forgive me at this point that I only
mention two topics I have been working on.

7Simulation of the heart is a very difficult topic and I am not claiming that I completely solved this.
I rather restricted my focus on the development of adaptive finite element methods.



The second ‘big picture’ is energy recovery: this includes both conventional resources
as well as novel techniques such as geothermal energy®.

PWAT
2 ' 03e+03’t 2000

1800

Figure 2: Numerical simulation of reservoir flow with high permeability zones (in
red) in subsurface modeling: porous media flow applications in which FSI-
techniques are required for microscale modeling as well as coupling of mul-
tiphysics equations (in collaboration with Mary F. Wheeler, Andro Mikeli¢
and Gurpreet Singh [176, 257]).

Ideally, the three basic questions we have to ask are:

e What are we doing? (What is the example or application?)

e How are we doing this? (Modeling, solution theory, numerical discretization,
simulation, optimization, uncertainty analysis, comparison with experimental
data, verification and validation)

e Why are we doing this? (Is there a link to our real-world? What is the impact?)

The circle of research that we are entering is highlighted in Figure 3.

8Wind energy recovery is also a hot topic in computational fluid-structure interaction.
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Figure 3: ‘The third pillar of science: scientific computing/computational engineering
and sciences’. Forward modeling and validation.



Having sufficient trust into our forward model, we can go one step further and think
about optimization (i.e., inverse modeling): parameter estimation, optimal control,
inverse problems, optimal experimental design.

e Why should we do this?

Well, having the forward model (the state equation) is one part, but often (except in
academic examples and simplified situations), material parameters or the geometry are
not known, for instance. Or, we are given some output but do not know the state that
caused this output (inverse problems). Or, we want to control the PDE into a certain
solution/state (optimal control). As sketch of the abstract optimization process is
provided in Figure 4.

Problem

Target functional

Model (validated)
| —

Data Formulation of

Experiments optimization

R Discretization
Analysis X i
Simulation
of results

Adaptivity

Figure 4: ‘The third pillar of science: scientific computing/computational engineering
and sciences’. Optimization.

10



1.2 The challenges of FSI from a mathematical perspective

After identification of possible topics that FSI-research is associated with, it remains
the question:

e Why is applied-mathematical FSI difficult?

Challenge 1.1. The answers are:

e Dealing and coupling of different classes of PDEs: elliptic, parabolic, hyperbolic
that require different mathematical analysis and numerical tools;

o Multidomain character and interface coupling conditions;
o Combining different coordinate systems.

Warning 1.2. On the first view, it seems natural to consider large problems as I
advertised at the beginning. And of course we should go for it. And it seems straight-
forward to add more and more equations to capture all physics and perform correct
modeling. However, this is neither accessible from the theoretical point of view nor
due to computational cost. Consider the simple example of an aircraft with Reynolds
number 108. A direct numerical simulation (DNS) that captures the smallest scales of
order O(R69/4), would lead to a mesh with 10'® mesh points. This is simply infeasi-
ble with todays supercomputers [214] 9. Consequently, we have to find approzimations
with less computational cost. This is one reason, why we also touch topics such as
Reynold’s lubrication approximation and discuss reduced modeling.

1.3 Conclusions and outline of these notes

I try to provide a mixture of basic techniques and sophisticated algorithms and exam-
ples. Not only do we study these aspects in terms of classical fluid-structure interaction
but we do also glance on special situations (porous media - fluid-structure modeling
on the microscale; and lubrication approximations). The main parts concentrate on
continuum mechanics and forward modeling of fluid-structure interaction. Later, we
also extend to sensitivity analysis including dual-weighted residual a posteriori error
estimation and PDE-based optimization with flow and fluid-structure interaction and
provide corresponding algorithmic details. For basics on PDE-based optimization and
numerical optimization, we refer reader to [136, 186, 236, 241] and the many references
provided therein.

Hopefully, everybody will identify himself with some parts of these notes and learn
something new.

9This note is inspired by a talk given by Johan Jansson at IWH Heidelberg, Nov 2014.

11



2 Notation and Spaces

Throughout these lecture notes, we use standard function spaces [76, 260]. Let @ C
R d € {2,3} be a bounded domain with boundary 9Q. We generally assume the
boundary to be Lipschitzian. A precise definition is given in [1, 119]. The outer unit
normal vector to 0f is denoted by n.

We denote by Q := Q(t) C R¢, d = 2,3, the domain of the fluid-structure interaction
problem. This domain consists of two time-dependent subdomains Q(¢) and Q,(¢).
The interface between both domain is denoted by I"( ) = 00 (t) N0 (t). The initial
(or later reference) domains are denoted by Q ¢ and Qq, respectively, with the interface
I‘ =00 ua BQ Furthermore, we denote the outer boundary by o=T=T p U r N
where T p and r ~ denote Dirichlet and Neumann boundaries, respectively. For the
convenience of the reader and when we expect no confusion, we omit the explicit time-
dependence and we use 2 := Q(t) to indicate time-dependent domains. Throughout
these notes, we indicate with ‘f” and ‘s’ suffixes, fluid and structure related terms,
respectively.

Function spaces on fixed domains

We adopt standard notation for the usual Lebesgue and Sobolev spaces [1, 260]. Let
X c R, d = 2,3 be a time-independent domain. For instance, we later use X := -0 ¥
or X := QS. We indicate by LP(X),1 < p < oo the standard Lebesgue space that
consists of measurable functions u, which are Lebesgue-integrable to the p-th power.
The set LP(X) forms a Banach space with the norm ||u||z»(x)-

»
ol = ([ P ar)” 1<p <o )
X
|l oo (x) := ess sup |u(z)]. (2)
We obtain the Hilbert space L?(X) for p = 2, equipped with the inner product
(u,v)r2(x) = / u(z)v(x) dz.
X

The Sobolev space W™P(X),;m € N,1 < p < oo is the space of functions in LP(X)
that have distributional derivatives of order up to m, which belong to LP(X). This
space is equipped with the norm

lulwmsxy == | D 1Dl x| + 1<p<oo,
loe|<m
l[ullwm.oo(x) = max | D% (x)-
lee|<m
The symbol a = (ay, ..., aq) € N? denotes a multi-index with the properties

N oled
ol= 2 00 D= G

12



For p = 2, H™(X) := W™2(X) is a Hilbert space equipped with the norm with the
inner product

(U, ) g (x) 1= Z (D%u, D*v) 2 (x),

|| <m
and the norm || - || gm(x) [260]. semi-norms
|U|W""'1"(X) = Z ||Dau||]z,p(X) , 1 <p<oo,
|a]=m
|U|Wm,oc(X) = max ||Dau||Loo(X).

lee|=m

Finally, we indicate the subspace W™P(X) of functions with zero trace on 90X by
Wg"P(X). Specifically, we define Hj(X) = {u € H*(X): u=0o0onTp C 9X}. We
use frequently the short notation

Vx := HY(X), V2:=H}X),

and R R
Ly :=L*X), L% :=L*X)/R.

Specifically, we introduce the trial and the test space of the velocity variables in the
fluid domain,

Vﬁﬁ = {0y € HY(Qy) : 05 = 0, on I}

Moreover, we introduce the trial and the test spaces for the artificial displacement (for
mesh moving using ALE!?) in the fluid domain,

): 4y =4 on I,:l},

) : ﬁfzqﬁsonficﬁX}.

Vﬁa = {ay € Hy(

Vﬁﬁf7 = {q&f € HOl(

Q
Q
The dual space of HJ"(X) is denoted by H~™(X). We indicate the duality pairing
between H " (X) and HJ*(X) by

(fyu), feH ™X), weHJ"X).

The dual space is a Banach space with the norm

(f, )

[ fllz-mx) = sup
PEHP(X) |<P|Hm(x)

For the definition of space-time functions, let I := (0,7") with 0 < T' < co a bounded
time interval. Let,
v(x,t), with (z,t) € X x T

0Definition later.
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be such a function. For any Banach space X and 1 < p < oo, the set LP(I, X) denotes
the space of LP-integrable functions v from I into X. This is a Banach space with the
norm

1
lolloor x) = (/ v<t>||§(dt) L l<pem,
I
[ollie ) 1= 55 sup serlo()llx-

Moreover, we also need the space
HY(I,X) = {v e L3I, X)| 0w € LQ(I,X)} .

Detailed derivation of these spaces by means of the Bochner integral can be found in
[66, 260].

Let v be an open regular, i.e., Lipschitz continuous, and measurable subset of 0.X.
We denote with H'/2(v) the space of functions defined on + that are traces of functions
in H1(X) [110]. Furthermore, we recall the Korn [56]

IVul* < Ck(X)IDW)* Vue H'(X)
and the Poincaré inequality [110]
lullZzx) < CPX)VullZex) V€ Hy(X),

with a positive constant Cp(X) depending on the domain X. We also remind the
trace inequality [260]

Jullz2ox) < Cr(X)|ullgx)y Yu e H'(X)?,

with a positive constant Cr(X) depending on the domain X. For Korn’s inequality
[43, 56], let 45 € H'(€2,) and é = (Vi + Val) € L2(€),). Then,

~ N ~ 1/2 ~ AN
”uS”Hl(ﬁs) S CK(luS|i2(§s) + |€|iz(ﬁs)) Vus € Hl(QS)v

and some constant Cxk.

Function spaces on moving domains

For the stability analysis of our equations, it is convenient to work in time-dependent
domains. Thus, we introduce (on a moving domain ):

V::{v:QXI—)RdlvOA:@,@G[Hl(ﬁ)]d}v
Li={p:QxI—=R:pod=p pe LX)}

where A : O — Q denotes the ALE transformation that is explained below. The
admissibility of the spaces is given by the relations

V C[HY]Y, and L C[L*(Q)].

14



This relation was proven by Formaggia and Nobile [85] and is recalled in Section 5.3.3.
A deeper discussion of fluid-structure interaction in moving domains can be found in
Formaggia et al. [87] (chapter 3) and the many references cited therein.

Convention for vector-valued functions

For the corresponding spaces of the d-dimensional vector-valued functions, we bear
the notation LP(X)?, H'(X)?, etc. in mind, equipped with the usual product norm.
The scalar products and corresponding norms are defined in an analogous way as
those for scalar functions. We expect that the reader is familiar with the Navier-
Stokes equations and structural mechanics in d-dimensions. Consequently, we do not
differentiate between one-dimensional and d-dimensional spaces and the corresponding
solution variables.

Notational conventions

For the reader’s convenience, we often use

()x = ()2 and - f[x =[] [l2(x),

where X = Q¢, ), or the corresponding spaces in the fixed reference domains X =
Qy, €. Furthermore, in time-dependent spaces in which we need explicitly the depen-
dence on time, we use

(~, ')X'n, = (',')LQ(X'VL) and || . ||X7L = H . ||L2(Xn).

In other cases, we denote explicitly the used scalar product and the induced norm, for
instance,

(-,-)Hl(Xn) and ||HH1(Xn)
Gauss’ divergence theorem, green’s theorem, integration by parts

Proposition 2.1 (Gauss’ divergence theorem - special version). Let Q@ C R™,n =
1,2,3 be a cuboid and A = (A1, Az, A3) a continuously differentiable vector field in a
neighborhood of ). Then,

/ divA dx = A -nds. (3)
Q a0

The outer normal of 0X) is given by n.

Proposition 2.2 (Green’s theorem). Let u € C?(Q) and v € C1(Q). Then,

/vAud:c: —/ Vv~Vu+/ vO,uds. (4)
Q Q l9)

Proposition 2.3 (Partial integration). Let o,u,v € C?(Q). Then,

/ vdiv(ogradu) dx = —/ oVv - Vudz + / voOpu ds.
Q Q 0

15



More notation
We use standard notation from functional analysis and finite elements theory. The
colon operator denotes a scalar product between two matrices (tensors):

g:e

means in 2d:

01 02 €1 €2
: = 0161 + 02€2 + 03€3 + 04€4.
03 04 €3 €4

The ’dot’ operator means a scalar product between two vectors:

U U1
U-v= . = U1V1 + UgVs3.
U2 V2

When the multiplication is between two scalar-valued functions © = u; and v = vy
then, no punctutation operator is used: uv = wujv;. The gradient and divergence
operators are used according to the 'nabla’-operator notation:

The gradient of a single-valued function v := v(z,y) reads:

0
Vv = ( 111).
Oyv
The divergence does only makes sense for vector-valued functions
(vl (.’E, y)v ’[]2({177 y)

diveo:=V-.v:=V- <U1) = 0,01 + Oyva.

V2

16



3 Partial Differential Equations

Let us start with some definitions:

Definition 3.1 (PDE [76]). A partial differential equation (PDE) is an equation
mvolving an unknown function with at least two variables and certain of its partial
derivatives. ¢

Definition 3.2 (Coupled system of PDEs). A coupled system of PDEs is a collection of
at least two PDEs that interact through parameters, right-hand side forces or interface
terms. ¢

Unfortunately!'!, there is no general theory for studying PDEs and consequently,
there is no common framework to approximate and compute these PDEs on a com-
puter.

Apart from important PDE-analysis questions (which are discussed in standard
textbooks such as [76, 260]) regarding to well-posedness, strong and weak solutions
and their regularity, the principal difficulty in fluid-structure interaction is that
we intend to couple three (perhaps the most important) classes of PDEs together:

e Second-order and fourth-order elliptic equations: the mesh motion equation (us-
ing ALE-FSI);

e Second-order parabolic equations: Navier-Stokes fluid flow (if we assume mod-
erate Reynolds numbers);

e Second-order hyperbolic equations: elasto-dynamic solid equation.

Fourth-order problems in this respect seem a bit fancy; however they are indeed
important in solid and fluid mechanics:

Remark 3.3 (Fourth-order equations in solid mechanics). Fourth-order equations are
well known in solid mechanics since they include bending moments, e.g., Kirchhoff

plates [43].

Remark 3.4 (Fourth-order problems in fluid mechanics). To derive Galerkin FEM
methods for fluid problems, sometimes the derivation is made via the so-called stream-

line formulation. Here the intermediate step includes an explicit respresentation of the
vorticity [200].

Remark 3.5 (Homework). Please recall and make yourself familiar about the charac-
teristics of each of these classes (e.g., existence and uniqueness, mazimum principle,
reqularity). ©

HMaybe fortunately because otherwise there would be nothing else remaining to do.

17



4 Basic Principles of Continuum Mechanics

Continuum mechanics is a key tool to describe physical phenomena of a macroscopic
system without taking into account knowledge on detailed compositions of internal
structures. Many classical important fields are covered by these concepts such as
hydrodynamics and fluid mechanics, solid mechanics, or heat phenomena. Of course
there are limitations when we consider phenomena on micro- or nanoscales in which
other models such a particle representations are more appropriate to be used.

Befor we begin, one important remark: continuum mechanics is obvisously linked
to physics and one might think that the mathematical impact is rather limited. This
is not the case for fluid-structure modeling! We encounter most of the presented
concepts again in Section 5. It is worth to careful study the present section.

4.1 Kinematics; including Eulerian and Lagrangian modeling

In kinematics, we study the motion and deformation of bodies. All phenomena that
we consider are described in an open subset of the three-dimensional space.

To study kinematics we introduce two different coordinate systems: Lagrangian
coordinates & (also called reference frame or material coordinates) and Eulerian co-
ordinates z (the current domain or spatial domain). In the Lagrangian coordinate
system, a specific material point and its deformation (i.e., its evolution in time) are
observed (see in Figure 4.1 the bold black line). In contrast, using Eulerian coordi-
nates, we observe a fixed point in space and observe what is happening at this spatial
point while time is evolving. It might be occupied by different materials while time
advances (imagine a river; here you do not identify the single water particle but the
general flow pattern). To make it more clear: please think of Heidelberg’s old town
Hauptstrasse when there is Christmas market or any other day in the year. Imagine
you observe people walking there: do you follow a specific person (that would be La-
grangian modeling) or do you look at the general flow of people (Eulerian point of
view).

Remark 4.1. From Figure 4.1 we already identify the principle difficulty in formu-
lating a common coordinate system when the underlying physics are described in La-
grangian and Eulerian coordinates. Shall we ‘move’ the Fulerian system according to
h(z) or shall we find any other presentation of h(x) that fits with an Eulerian descrip-
tion. One powerful possibility that we consider in detail in Section 5.3 is the arbitrary
Lagrangian-FEulerian (ALE) framework in which the Eulerian system fits with h(z) and
s moved. ¢

18



Figure 5: The membrane (bold black line) with deflection h(x) is computed in La-
grangian coordinates; whereas a possible fluid represented by v, and v,
components between in [0, 1] x [0, h(z)] is considered in Eulerian coordinates.
This figure already demonstrates the principle difficulty when coupling La-
grangian and Eulerian coordinates since both systems interacts with each
other.

Furthermore, we need a so-called reference configuration Q c Re (or undeformed
configuration), which is open and connected. Depending on the application there
are different possibilities of reference configurations; in particular when working with
stress-free or pre-stressed configurations [139] (imagine a book that is just placed on
a table or a hot sausage that you slice in order to peel off the skin).

The time-evolution of a material point & € Q is described by the mapping:
t— x(t, &).

For the following, let us introduce the following notation to describe (physical)
variables:

e Lagrangian coordinates: f(t, z).
e Eulerian coordinates: f(t,x).
The deformation is defined as

Definition 4.2 (Deformation field). A deformation ofﬁ 18 a smooth one-to-one map-
ping P .
T:Q—=Q with (t,2) — (t,z) = (¢, T(¢,)).

This mapping associates each point T € 0 (of a reference domain) to a new position
x € Q (of the physical domain). ©

The displacement field is defined as
Definition 4.3 (Material/Lagrangian description of the displacement field).
4 (t,z) = a(t, ) =x(t, &) — &

and it relates a particle’s position in the reference configuration T to its corresponding
position in the current configuration x at time t. ©
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In the spatial description, we have

Definition 4.4 (Spatial/Eulerian description of the displacement field).
u(t,x) =« — &(x, t).

This is formulated in terms of the current displacement, which results from its original
position T plus the displacement for that position. ¢

It holds

Definition 4.5 (Identification of function values).

f(t’x(ta‘i:)) = f(tai)

With the help of the chain rule, we then obtain
Definition 4.6 (Total/Material derivative).

D f(t,x) = 0uf(t,x) + Vf(t, z) - v(t,x).

The material derivative describes the change of an Eulerian variable f at a fixed
material point & that is at time ¢ at point  and travels with the velocity v(¢, x).

4.1.1 Deformation gradient I and Jacobian of the deformation .J

In this section, we introduce two key quantities that are required to transform and
formulate equations in different coordinate systems. Specifically, we introduce concepts
to study the changes of size and shape of a body that is moved from the reference
configuration (2 to the current domain €.

For simplicity, let a body occupies 2 at time ¢ = 0. It is described by its position
vector & = (&1, Z2,23) in a Cartesian coordinate system with the orthonormal basis
(é1,é2,€3). At time ¢ the body has evolved (and possibly changed its size and shape)
and occupies the current domain 2. Here, the position vector is z;(t,&;). Conse-
quently:

T = .i'iéi, xr = xi(t,xj)ei
(using Einstein’s sum convention).

In order to define the deformation gradient, let us consider an infinitesimal material
vector di in €2 that displaces the material particle at & such that the new position is
Z + dz. In the current domain, the previous operation yields x + dz.

e The key purpose of the deformation gradient F is to link dz and dé.

Fisa key principle in continuum mechanics and a primary measure of deformation
with nine components for all times. It transports any material vector dz to dx onto
the current (deformed) configuration.
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Definition 4.7 (Deformation gradient F).

dr = F - di,

with F =V, i.e, Fjj = ggf. o
J

Its inverse and transpose are defined correspondingly:

di=F'.de, dr=dz-FT.
A

€ }/}: J‘EC«N‘-:J on (Qqu)
/E' J:f?a.wajho,\ @m)mﬂ}
/J)(: /-Cuu {v;ns(:c.vi cf a Tu+c>y.u(
vedov dx 1n L) 4o
dx n JL.

Ca

Figure 6: Transport of materials vectors, transformation f, and deformation gradient
F.

Relation of deformation gradient and displacements
We are now prepared to relate F' and the displacement 4(t, Z). Recall from Definition
4.3
T =2+ u.

Definition 4.8 (Deformation and deformation gradient).

T =id+ 1.

21



The deformation gradient F can be expressed in terms of 4 as follows:

F=VT=1+Va.

With the help of the deformation, T', we can represent the deformed configuration as
Q=T(Q).

Although we have Definition 4.5, such a relation does not hold for derivatives. Here
we have (see also Figure 6):
Vf=VfF
Determinant of deformation
The determinant of the deformation gradient (mathematically speaking we would call
it as the functional determinant) is defined as

Definition 4.9. A R

J = det(F) > 0,
which is used to relate volume changes between infinitesimal reference and current
domains:

dQ = JdQ. (5)

Extending Relation (5) to the whole domain, we can compute the volume change:

|Q|:/Qlda::/§j(t,§:)dj:, (6)

which further yields (employing the Eulerian development formula 0,/ (t,2) = V -

v(t,x)J(t, 1))
d

%\m:/ﬂv'v(t,x)dax.

Consequently, J characterizes the volume ratio and is called in r-adaptive methods,
the adaptation factor (Section 5.5). Physically, we do not allow for negative volumes
J<0 (which is mathematically still allowed). Furthermore, J = 0 would mean that F
is not invertible and has serious consequences in fluid-structure interaction modeling
using the ALE approach causing the approach to fail. Consequently, we shall control
J such that is stays positive during a numerical computation.

If a body does not move, we have F = I and it follows J = 1. On the other hand,
a motion is called isochoric when J = 1 with possibly F' # I.

Nanson’s formula
This formula is required to transform normal vectors between both coordinate systems.
Let ds := dsn and d§ := dén be vector elements of infinitesimally small areas and n
and n the corresponding normal vectors. Then,

Definition 4.10 (Nanson’s formula).

ds = JF~Tds.
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4.1.2 Reynolds’ transport theorem - differentiation under the integral sign

Proposition 4.11 (Reynolds’ transport theorem). Let (¢,%) — x(t, &) be given under
some assumptions (details see [74]). Furthermore, let the functions (t,x) — Owx(t, Z)
and (t,z) — f(t,x) be continuously differentiable. Then,

d

4 Qf(t,x)dx:/ﬂ [0:f(t,2) + V- (f(t,2) - v(t,2))] de.

4.1.3 Strain tensor

There are various definitions for strain tensors [139]. Let us introduce the most im-
portant concepts for these lecture notes:

Definition 4.12 (Right Cauchy-Green tensor 5)
C=FTF,
which is symmetric and positive definite for all & € Q. o
Definition 4.13 (Green-Lagrange strain tensor E).
B= (FTF 1),

which is again symmetric and positive definite for all T € Q since C and of course, 1
have these properties. ¢

Geometrically speaking, the strain tensors measure the changes, caused by the de-
formation, both in lengths and angels of two material vectors.

Performing geometric linearization, we often work with the linearized Green-Lagrange
strain tensor

Definition 4.14 (Linearized Green-Lagrange strain tensor Elm).

i = 5(% +va™).

4.2 Balance principles and conservation equations

The equations in continuum mechanics are based on the fundamental physical princi-
ples:

e Mass

e Momentum

Angular momentum

e Energy
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4.2.1 Conservation of mass - the continuity equation
Let p(t,z) be the mass density in Eulerian coordinates.
Definition 4.15 (Conservation of mass).

d

= p(t,x)dz = 0.
dt Qp(’m) o

Applying Reynolds’ transport theorem, we get the integral formulation

/Q [Oup(t, ) + V - (p(t, z)v(t, x))] dz = 0.

This equation must hold for each sub-domain of Q. If p and v are sufficiently smooth,
we get the differential formulation

Op+ V- (pv)=0.

Remark 4.16 (Homework). Make yourself clear how we come from the integral for-
mulation to the differential form. ©

Remark 4.17. When changes in density are time-independent, we have
V- (pv) =0.
If the density is also spatially constant, we get

V-v=0.

4.2.2 Conservation of momentum

Let f:Q — R? be a given force density acting on the volume; and let g : 9Q — R% a
surface-related force (traction force).
Newton’s second law states:

d
d - F
o (mwv) )

where F' is the force that acts on the mass.
In continuum mechanics Newton’s second law reads:

4 pvda:z/pfda:+/ gds.
dt Jo Q o9

Employing again Reynolds’ transport theorem yields:

/Q[at(pv)—FV~(pvv)} dx:/ﬂpfdw—k/mgds.
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Applying Cauchy’s existence [43, 55| of the stress tensor,
g=0-n,

further allows to write (and using Gauss’ divergence theorem)

/gds:/ oc-nds= [ V-odz.
a0 a0 Q

After some calculations, we finally obtain:
pov + p(v-V)v—V -0 =pf.

4.2.3 Conservation of angular momentum

Proposition 4.18. Let all parameters and data p,v, f,g be sufficiently smooth. If
conservation of momentum and angular momentum are satisfied, then Cauchy’s stress
tensor o s symmetric.

Remark 4.19. In formulating the Navier-Stokes equations, you often find a non-
symmetric formulation. We strongly emphasize that such a simplification is related to
the specific setting. In general, you must use the symmetric stress tensor.

4.2.4 Conservation of energy

The conservation of energy reads:

d 1
— p(f|v|2+u)dx:/pf-vdx+/ an-vds—/ g~nds+/phdx
dt Jo' 2 ) o9 09 Q

This leads into,
pou+pv-Vu—0o:Dv+V-g—ph=0.

Here, u is related to the inner energy, v to the kinetic energy, f and on right hand
side source terms, and g and h are related to heat energy terms.
4.3 Incompressible, isothermal equations with constant density

If there are no variations in density and temperature, we obtain the following equations
for conservation of momentum and mass balance:

powv + p(v-V)v —V -0 = pf,
V.-v=0.

The specification of the stress tensor o follows in Section 4.4.
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4.4 Constitutive laws

The Cauchy stress tensor is not yet specified in Section 4.3 and hence the previous
equations do hold for all materials; specifically they do not distinguish between fluids,
solids, or gas. These properties are fixed by constitutive laws that are obtained from
measurements, for instance.

We provide two examples for constitutive laws:

e Friction-free fluid flow. Here, only pressure forces are taken into account. The
stress tensor reads:
o= —pl.

e Viscous flow with inner friction:
o= —pl + (Vo + Vol )+ AV - v,

where A\ and p are volume and shear viscosity, respectively. In the case of in-
compressible materials, i.e., V - v = 0, this relationship reduces to

o= —pl + (Vo + VoT),

Remark 4.20. In Navier-Stokes formulations, you often find the non-symmetric ver-
sion
o= —pl + uVo.

4.5 Incompressible, isothermal Navier-Stokes equations

powv + p(v-V)v—V -0 = pf,
V.-v=0,

where
o= —pl + (Vo + Vol).

Here, p = pv is the dynamic viscosity, whereas v is the so-called kinematic viscosity.

We have not yet talked about boundary conditions, which are crucial to all equations
presented so far. Depending on them and suitable right hand side data, we might
obtain existence of a unique solution; for details we refer to [227].

For the full 3d Navier-Stokes equations, the complete proof for smooth solutions
is still missing and one of the Millennium prices. Concretely, one has to establish
existence and smoothness of solutions in R? [78]. This problem is also open for the
Euler equations (¥ = 0). The 2d solution has been established in [164].
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4.6 Modeling thin fluid films: the lubrication equation

In many applications, the Navier-Stokes equations are reduced to a linear velocity-
pressure relationship (Darcy) or further to a lower-dimensional lubrication equation,
the so-called Reynolds’ lubrication equation. This approximation is used when the
geometry width (or height) is small compared to the length. In addition, we assume
that the Reynolds number is small; otherwise advection effects would play a major
role.

Definition 4.21. (Reynolds number)
For the characteristic data of a fluid; namely, velocity and length, we define
L
Re = U—,

v
where v = % is the kinematic velocity as previously used. ¢

For fluids with high viscosity, friction terms dominate compared to inertia forces.
Consequently, we neglect the convection term v - V.

Example 4.22. Small Reynolds numbers appear in the following situations for in-
stance:

e Transport of microscopic elements (here L is very small),
e Deformation/Transport of geological structures such as ice glaciers,
o Fluids with high viscosity such as honey.

Of course, these examples come from different applications, but they all have in
common that the Reynolds number is small and for the solution (in theory as well as
numerics), we can employ similar tools. These facts were discovered by Reynolds in
1883.

In the following, we assume no volume forces. Possible forces which can be rep-
resented by a potential can be inserted in the term Vp. Furthermore, we assume a
quasi-stationary velocity field, namely % ~ 0. Then, we obtain the linear Stokes
equations:

0=—Vp+ nAuv,

together with suitable boundary conditions, they have a unique solution [227].

4.6.0.1 Derivation of Reynolds’ equation in 1D The mathematical tools behind
the following calculations is a dimensional analysis. Our derivation is based on a two-
dimensional setting and the resulting PDE will be dependent only on x. The extension
to three dimensions is straightforward. Let us begin with a thin fluid film that is placed
on a fixed piece (i.e., a table). With thin, we mean h(z) < [ (height much smaller
than length).
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Figure 7: Lubrication film with height A(z) and velocity components v, and v,

We start from the Stokes equations:

82?)1'

Vp =nA & =
p=nav axip " ox?

fori=x,y.

Since the film is thin, we omit pressure variations in z-direction. Similarly, we take
only velocity variations in z-direction such that we obtain

dp ( R

dx Ox? + 0z2

) =0 with v, = v,(z, 2). (7)

Changes of the velocity in z-direction are much smaller than in z-direction and we can
assume:

8%v, 0%v,
Ox? 022
Consequently, (7) can be written as
dp 0%v,
—— =0.
dx 0 022

We assume a viscous fluid with no-slip boundary conditions
Vg (2,0) = vy(z,h) =0, both boundaries are fixed.

Or,
vp(2,0) =ug and  wvy(x,h) =up, h=h(x).

if the lower or upper boundary move with the horizontal velocity ug i.e.,. up:

Proposition 4.23 (Velocity profile of a thin film in 1D). The evolution of a fluid
characterized by a thin film is given by:

vy =———2z(h—2) —ug (; — 1> + %uh, h = h(x), v, = v (x, 2),

with the no-slip boundary conditions:

Vp(2,0) =ug  and  vy(z,h) = up.
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Proof. Two times integration leads to the velocity field of the thin film

dp 0%v,

—_—— :0
dx+778z2
d Ovy

= _7pz+ni+01:0, Cy = const

dx 0z
dp 1

— ﬁizg +nv, +Crz+Cy =0, C1,Cy = const.

Applying the boundary conditions leads to
i) v(2,0)=up =nuo+Ca=0 = Cy=—nug

dp 1
1) vg(x,h) =uy :>——pfh2+17uh+01h—nu0:0

dx 2
=C) = % (jliihZ + n(ug — uh)> .
Inserting
0= —%%f + N + Z% (Zi;hQ + n(uo — Uh)) — Nug
0= %%22 + %%zh + nu, + %n(uo — up) — Nug
0= %Z—i(zh — 22 tu, + %uo —ug — %uh
& vy = —%%z(h —z)— uo(% -1+ %uh.

In order to obtain the pressure, we begin with the mass balance equation

. Ovy  Ovu, _
divv=0 <« %—&— 5, =0.
Integrating of the height h = h(z) yields:
h
Ov
; a—;dz—k [v.]0 = 0.

Using differentiation of parametric integrals gives us:

T dr

@) g d @ oh g
gt ade= g [ e = st @) + 1w o)

()
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For (8), we obtain the implications:

h
a vy dz — %vw(x,h) + b =0

dz Jq

d " 1 dp z z dh

£ P =) —ug(Z =)+ 2y ) de - h_
= d:c/o ( oy do ) el )+h“") b

h
d[ 1dpf1, 1, 1, 1, dh X
_ - — = — h—— — _ — J— _— - =
dx[ 2 do (22 32) UO(QhZ )T gz 0lo =0

d{ 1dp (1,5 1,4 h L\ dh .
da:( 2ndm<2h 3h> u0(2 h)+uh2> dwthr[vz]Of().

By composing all terms, we obtain the Reynolds equation for a viscous thin film
between moving boundaries:

d( 1dp, 1 dh .
o ( 20 dxh + 2h(u0 +uh)> dmuh + [v:]g = 0. 9)

We get:

Proposition 4.24 (Pressure distribution of a thin film in 1D). Let the top boundary
z = h(x) be moving with a velocity v,(xz, h) =: v,; the lower boundary at h = 0 is fized

for simplicity. Then,
_d (hPdp) _
de \ 12ndz | ver

Appropriate Neumann boundary conditions are:

dp(0) dp(1)
de . and dx

In two-dimensions, we have

= Apo.

Proposition 4.25 (Pressure distribution of a thin film in 2D). Let the top boundary
z = h(z) be moving with a velocity v,(x,h) =: v,; the lower boundary at h = 0 is fized
for simplicity. Then,

h3
-V mVp =uv,, h=h(z,vy).

Neumann boundary conditions are given by

L 0 0

i) 875 =Ap; onl; and 872; =Aps onlj,

i) o =Apz only and 9p =Apy onTy.
dy dy
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Remark 4.26 (Existence of the pressure lubrication equation). We emphasize that
the pressure lubrication problem is of elliptic type. Here, Neumann conditions on
all boundary parts require a compatibility condition (e.g., [43]) in order to establish
existence of the problem. This is equivalent to saying that the pressure solution is only
determined up to a constant. ©

4.7 Modeling solids

In these lecture notes, we mainly concentrate on elastic deformations for solid model-
ing. Specifically, this means that a body under deformation goes back into its initial
configuration if forces are removed. So, we work in the linear regime sketched in Figure
4.7 12,

When the body does not go back into its initial configuration and a deformed settings
remains, we work in an elasto-plastic regime with plastic deformations.

There are huge contributions to hyperelastic materials. We aim to provide a brief
overview of basics concepts that help us throughout these lecture notes. For detailed
considerations, we refer to [38, 56, 139, 146].

oA

Verfestigung Bruch

linear

FlieSbereich

nicht-linear

I 4

elastische Bereiche

Bruch

Figure 8: The stress-strain diagram. Here, o is the stress and ¢ is the strain.

Typically and in contrast to fluid problems, elasticity is described in Lagrangian
coordinates. One reason is related to history-dependent materials. Using Lagrangian
coordinates, it facilitates treatment of such laws because each mesh point represents at
all times the same material point (for example stress-update procedures in nonlinear
elasticity or plasticity). However, it is nevertheless possible to obtain such information
in an Eulerian framework; for a discussion, we refer the reader to [38] (chapter 5).

A

Lagrangian coordinates describe a material point & in the reference configuration 2,

121 took this figure from my Master thesis that was written in German. Bruch = break, damage;
Bereich = region; Fliek= flow; Verfestigung = hardening; nicht = non.

31



which is usually the configuration without outer forces (remember in contrast to pre-
stressed configurations [139]).

Since we intend to compute the solution (deformation and stress) in Lagrangian
coordinates, but the Cauchy’s stress tensor is formulated in the Eulerian framework,
we need to transform this tensor back to the reference configuration. This operation
is achieved with the so-called Piola-Kirchhoff stress tensor:

Definition 4.27 (First Piola stress tensor).
I=JsF T
where 74 is Cauchy’s stress tensor. ¢

With its help, we are able to transform the solid equations from €2 to Q. We notice
that IT is in general not symmetric although &, has this property. However, this is
often advantageous and consequently we define a second stress tensor in the reference
domain:

Definition 4.28 (Second Piola stress tensor).

~

S P JP5. T o FS—fijs BT (10)

We are now prepared to formulate the equations for elasticity. As we previously
learned, without specifying constitutive laws the conservation equations do hold for
all aggregation states. We recall the conservation of momentum:

i/ poyudr = fdac—k/ onds.
dt Jo Q a0

Here, the density p and the volume force f are related to the reference configura-
tion. Further calculation (using Gauss’ divergence theorem and Reynolds transport

theorem) yields
/ (ﬁ@fu—V-a) dr = / f d. (11)
Q Q

We notice that the convective term in Reynolds’ theorem vanishes since we work in
a Lagrangian setting. For sufficiently smooth functions and since (11) holds for each
subdomain of 2, we can write the differential form of the elasto-dynamics equations:

pO?u—V -0 =f. (12)

Remark 4.29 (A mixed formulation). We notice that you can split the solid equation
into a first order system:

ﬁ@tv—v-azf,
p(Opu —v) = 0.

In fact in Section 5 and 6, we go with this mized formulation. Reasons are of numerical
nature and are explained in [12]. We notice that standard temporal solid discretization

is based on the so-called Newmark scheme [143, 261, 262]. ©
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In order to specify the properties of a specific material, we again need a constitutive
law for the stress tensor. We already discussed the linearized strain tensor if we deal
with small strains. In addition, we need a relationship between the stress and strain
(we refer to Figure 4.7). Often, Hooke’s law is consulted, which reads:

Definition 4.30 (Linear stress-strain relationship/Hooke’s law).

d
li ..
0ij = E aijr Byt forij=1,...,d.
k=1

The tensor (aijkl)(iijkl € R xR?x R? x R? has 81 components in 3d. Using symmetry

arguments and further assumptions (e.g. isotropy), we arrive at

Definition 4.31 (St. Venant-Kirchhoff-Material).
5(a) = 2ukE + Mr(E)I,
with the Lamé constants p and A. ©

Remark 4.32. We notice that this material law has limitations for problems that
involve large strains. ¢

Remark 4.33 (Hyperelastic materials). There is a huge body of literature concerned
with general laws of hyperelasticity [38, 56, 139, 146] from which the St. Venant-
Kirchhoff material is a special case. A material is called hyperelastic, and therefore
path-independent, when the applied work during a deformation process does only depend
on the initial state and the final configuration. In this case, there exists a potential, the
stored strain energy function or elastic potential per unit undeformed volume [139]. ©

Remark 4.34 (Incompressible materials: neo-Hookean, Mooney-Rivlin).
Gs(@) = —psl + ps FET, 1)
/0'\3<f") = _ﬁsf+MsFF_T + ,U/QF_TF_lv
with the coefficients s and pg . ©

Often, the elasticity of structures is characterized by the Poisson ratio vy (vs < %
for compressible materials) and the Young modulus Ey. The relationship to the Lamé
coefficients s and A; is given by:

As Ms(As +2MS)
s = —, E = — 14
YT 90 + ) v (As + ps) (14
by vsEy
- = . 1
B = ot vy A 1+ )1 - 20,) (15)
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Let us finally derive the relationship between incompressible fluids and solids. Recall:

V-v=0for fluids J =1 for solids .

Since they represent the same physical mechanism; namely mass conservation, they
should be the same! We calculate:
|m:/jw
o

d
= %|Q| —/Qdem.

4.8 Summary: Equations for modeling fluids and solids

4.8.0.2 Fluid equations In a Newtonian incompressible fluid, it holds:

1
of = af(vf,pf) = —pfl—|— 2pfl/fD(1)f), D(Uf) = §(V1}f + VU?) (16)

with the velocity vy, the pressure py, the identity matrix I, the density py, and the
(kinematic) viscosity vy.

Using the equations for momentum and continuity together with the Cauchy stress
tensor, we obtain the incompressible, isothermal Navier-Stokes Equations:

prOwvp +py(vy - Vvp = 2div(psvyD(vy)) + Vpy = pyf, i Qp, tel,  (17)
divop =0, inQy, tel. (18)

These equations are supplemented by appropriate boundary conditions. The first type
are Dirichlet conditions (a prescribed velocity):

vp=g onlyp C Oy,

with a given function g : I'y p x I — R?. Such a Dirichlet condition is seen in the
velocity domain on the interface I'; in the case of a fluid-structure interaction setting,
ie.,

vy =v, only.

The second natural type are Neumann boundary conditions (applied stresses):
opng = [=psl +2psviD(vs)ng =h on TN C Iy,

with a given vector-valued function h = h(x,t). This condition is mostly used for the
outflow boundary (do-nothing condition [134]). However, the do-nothing condition
implies a constant pressure on this boundary that is not physiological in bio-medical
applications [88, 197]. Recent advances considering stability and well-posedness of set-
tings including the do-nothing conditions have been obtained in [42]. In particular, the
authors propose a modification, the directional do-nothing condition, that is necessary
when out- and inflow on one boundary part is involved.
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Figure 9: Impact of the correction term on the outflow boundary using the do-nothing
[134] condition. In order to get the ‘correct’ outflow profile using the sym-
metric stress tensor, you need to subtract the symmetric part prvVoTn,
on the outflow boundary. Otherwise you get non-physical curved streamlines
as displayed in the right figure. Further examples and serious consequences
are shown in [42].

4.8.0.3 Regularity of fluid equations In the following, we formulate time-dependent
functions in the Bochner spaces [260].

Problem 4.35 ([227], p. 190). Let ff and ﬁ(} be given by
fre LA(LHTYQy), o} e L(Qy).

Find: oy € L*(I; Hl(ﬁf)) such that the standard Navier-Stokes equations (as defined,
e.g., by Temam [227]) are solved with the initial data 07(0) = Y.

Theorem 3.1 in [227] shows that at least one solution to the previous defined problem
exists, i.e., it holds R
v € L*(1, H ().

The main consequence for fluid-structure interaction is that oy € H 1/2 (fl)

4.8.0.4 Solid equations For elasto-dynamics, we have:

ps0%i, — div(FS) = pf, inQ,, tel (19)
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This second-order (in time) equation is supplemented by appropriate initial conditions
and boundary conditions. As for the fluid equations, we prescribe Dirichlet boundary
conditions (fixing the displacements):

fLS = g on f&D C 8?23,

where g is a given function. We can also employ Neumann boundary condition (surface
stresses):
F¥hg = J6,F Tag=h onT,y C 0,

in which h is a given vector-valued function. Such a condition is seen from the structure
side on the interface in case of a fluid-structure interaction problem, i.e.,

~

ﬁi’ﬁs = —j&fﬁ_T’ﬁ,f on I';.

4.8.0.5 Regularity of the solid equations Before we consider the regularity of the
solid equations, we extend the previously-derived equations. For mathematical and
physical reasons, it might be desirable to introduce damping terms.

Example 4.36 (Physical reason for damping terms). As example, consider the har-
monic oscillator, vibrations or simply a pendular that we let oscillating (remember
your physics classes). This pendular will stop at a finite time - otherwise we would
have created the famous perpetual motion machine. Correct physical modeling of this
process, consequently, requires introducing damping terms (i.e., friction terms). ©

Example 4.37 (Mathematical point of view). Damping terms introduce higher regu-
larity into the solid solutions. We see later that this is important in the mathematical
analysis of fluid-structure interaction. ©

The modified structure problem including damping terms reads:
0%ty — AV(FS (1)) 4 Yo Orits — 750y div(é(iis)) = pofs in Qs t €1, (20)

with 4,7, > 0. The first damping term is referred to as weak damping whereas the
second damping term is called strong damping. Using strong damping, the full operator
is used for damping, leading to an additional condition on the interface (because of
integration by parts) that has to be considered for the coupling with fluids. Assuming

that temporal and spatial differentiation can be changed, we obtain for strong damping:
s O div(E(@ly)) = —sdiv(é(Dyiis)) = —ysdiv(é(ds)), with Dy = Oy,

The change of temporal and spatial differentiation is invalid for nonlinear strong damp-
ing, where we could have been used the full nonlinear operator, i.e.,

— O div(FE(i,)) % —7,div(FS(0,)). (21)

Such damping strategies have been employed in computational fluid-structure inter-
action as a perfectly-matched layer (PML) [30] approach to absorb outgoing elastic
waves in elastic-wall-fluid-flap simulations [249] as illustrated in Figure 10.
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-2.0 =-2.0

Figure 10: Damped elastic equations are employed in z > 6 as a PML-approach to
absorb outgoing elastic waves in the elastic walls.

Next, we pose a standard mixed formulation of the structure equations,

psOis — AiV(ES (1)) + Yubs — Ysdiv(e(ds)) = psfs in Qg t €1, (22)
ps(Oytis — D) =0 inQ, tel, (23)

where €(05) is defined by
1 ~ .
é(0s) = 5 (Vs + vol). (24)
The modified structure problem (23) reduces to the original problem (19) when the
damping parameters are set to 7y, = vs = 0.

Remark 4.38. Using strong damping requires modification of the continuity of normal
stresses at the FSI-interface.

Remark 4.39 (Alternative to obtain higher regularity). Similar to elliptic and parabolic
equations if we assume higher regularity on data and the domain, we obtain higher requ-
larity on the solid solution. For details, I refer to PDE analysis textbooks, e.g., Section
7.2 in [76].

Remark 4.40 (Mixture of boundary conditions). Having Dirichlet and Neumann
boundary conditions requires that the closures of both boundary parts do not intersect
in order to keep the regularity of the solution [56], p. 298. ¢

Problem 4.41 ([120], p. 351). Let f, € L*(I, L*(Q). Find
s € L2(I,HE QL) and o, = dytiy € L2(I, L2(Q)),
such that the hyperbolic structure equations
i, — Ay = f in I xQ,
s =0 on I x 00,

are solved with the initial data i5(0) = 42 and 9(0) = 0.
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In Grossmann and Roos [120], Theorem 5.6 tells us that this problem has a unique
solution. The regularity of that solution is given by

G, € LA(I,HY (W) and o, = dytty € L2(I, L*(Q)).

Consequently, we cannot expect 9, € H'/? (@S) Thus, condition (32) is only formally
valid. For this reason, we assumed a priori enough regularity of the hyperbolic struc-
ture equations. This was also observed (and resolved) in theoretically-oriented articles
with focus on proofs of existence of fluid-structure interaction problems [7, 61, 62, 147]
13

The lack of solid-regularity can be resolved by using a vanishing viscosity approach
(that act on the velocity variables) to the structure equations. This coincides with the
terms introduced in Equation (20).

To analyze the regularity of structural deformations in more detail, we consider the
following hyperbolic equation with weak and linear strong damping.

Problem 4.42 ([103]). Let f, be sufficient reqular. Let vs > 0 and vy > —7vsA1, where
A1 is the first eigenvalue of the —A operator under homogeneous Dirichlet boundary
conditions. Find

G, € L*(I,HY(QW)) and b, = dyity € L2(1, L*(,)),
such that the hyperbolic structure equations with weak and strong damping
dfﬁs — Adig + ’Ywdtﬁs - stthﬁs = fs mn I x qu
g =0 onlxaﬁs7

are solved with the initial data 1s(0) = 42 and 94(0) = 2.

For example, in the work from Gazzola and Squassina [103], the first statement on
p- 189 explains that this problem has a unique solution. In particular, the regularity
of ¥4 is given by R

by = dytts € L*(I, Hy (S2)),

for arbitrary +, > 0; hence, 0, € H/ 2(IA)) Thus, linear strong damping provides more
regularity of the solution, specifically for 9, such that the coupling condition (32) holds
true. We finally notice that we only consider regularity properties of linear structure
equations. Thus, typical nonlinearities of the structural operators are neglected.

131n this sense, we would like to point to two other important contributions analyzing FSI from the
theoretical point of view: [226] investigate time-dependent FSI flow-elastic-shell coupling with
small displacements; and [117] existence of a stationary FSI problem formulated in ALE coordi-
nates.
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5 Fluid-Structure Modeling

In Section 4, we have prepared ourselves with modeling of physics in terms of conser-
vation laws and partial differential equations. In this section, we shall couple these
equations into one common framework. The principal challenges are listed in Chal-
lenge 1.1. We discuss different coupling algorithms and concentrate on two of them on
which I have been working in the last few years.

The procedure of FSI-coupling is as follows: Let us say, we are given fluid equations
in Eulerian coordinates and solid equations in a Lagrangian framework. The first
questions we need to pose are:

e How to we couple or combine the coordinate systems?

e Once we decided for a technique, we further ask ourselves which amount of in-
formation needs to be transferred to the other problem; i.e, do we need weak
or strong coupling? This question might be posed from an application view-
point but also from a mathematical perspective (as example to the latter aspect:
a consistent Galerkin formulation for gradient-based sensitivity analysis would
require a monolithic coupling).

This information guides us through the discretization and the solution algorithm. We
particularly focus on consistent variational-monolithic coupling.

5.1 Techniques for coupling fluids and solids

In this first subsection, we provide an overview of possible coupling techniques.

5.1.1 Choosing frameworks for the coupled fluid-solid system

e Immersed boundary (IB) method:

References [131, 194].

This method was specifically designed for applications in hemodynamics and
heart valve simulations. It keeps the Eulerian and Lagrangian coordinate sys-
tems and the coupling is achieved by a Dirac delta function that can be seen as
a momentum forcing source term of the fluid equations. Consequently, the dis-
cretization uses two different meshes. Temporal discretization can be carried out
with finite difference schemes such as first-order backward Euler or higher-order
Runge-Kutta. Closely related is the immersed finite element method [265].

e Immersed structural potential method:
References: [107].
As the name indicates, this method is related to the IB method. Since numerical
diffusion is a challenge in the original IB-method the current method mainly
tries to reduce these errors. In addition, it allows to employ state-of-the-art
fiber-reinforced solid models.
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Fictious domain method (FD):

References: [8, 111-113].

As in immersed boundary methods, two meshes (possibly nonmatching) are used
and the kinematic coupling condition is imposed with Lagrange multipliers and
possibly with mortar coupling. Again, the fluid is treated in the Eulerian frame-
work and the solid in Lagrangian coordinates.

Arbitrary Lagrangian-Eulerian (ALE):

References: [28, 68, 90, 137, 145, 187].

The ALE method is perhaps the oldest approach. Here, Eulerian and Lagrangian
frameworks are combined without changing the mesh topology. One needs to
solve or prescribe the mesh movement of the fluid mesh. Difficult for large defor-
mations if no remeshing is used. The key advantage is that the interface aligns
with mesh edges and interface-terms such as traction forces can be computed
with high accuracy.

Fixed mesh ALE (FM-ALE):

References: [58].

Here, an ALE approach is used in which at each time step, the problem is pro-
jected on a fixed background mesh. In other words: in each time step remeshing
is performed. The method was in particular developed for solid mechanics with
large strains in which the elements stretch.

Universal mesh method:

References: [102].

This method has similarities to the FM-ALE method and tries again to combine
advantages from Eulerian and Lagrangian representations. In particular, large
deformations are possible. The key difference to FM-ALE is that during temporal
integration element splitting as in FM-ALE is avoided.

Hybrid level-set /front-tracking approach:

References: [17].

The idea behind this approach is similar to the universal mesh method: roughly-
speaking, Eulerian and Lagrangian frameworks are combined. A level-set ap-
proach (interface-capturing) method is used to detect the interface, then the
mesh nodes are shifted in order to align the interface with mesh edges.

Fully Eulerian FSI:

References: [69, 207].

This approach belongs to the fixed-mesh approaches but in contrast to IB and
FD methods, solid mechanics is formulated in terms of Eulerian coordinates.
Therefore, the coupled system can be computed on a single mesh. Coupling is
achieved by a variational monolithic formulation. As in the previous methods,
the interface is first captured (here with the initial-point set method rather than
a level-set approach). For the cut-cells a locally modified FEM method has been
proposed and is currently under further development [91, 206].
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Discontinuous Galerkin (DG):

References: [79, 123, 124, 126, 245].

A specific proposed a method is by [245] in which again the fluid is kept in Eule-
rian coordinates and the solid is modeled in a Lagrangian setting. This specific
formulation is closely related to the IB method. Application to standard ALE
schemes is straightforward and performed in [123, 124]. In [79, 126], compressible
Navier-Stokes equations in ALE form are coupled with solid mechanics.

XFEM /GFEM fixed-grid approach, Eulerian-Lagrangian coupling with
level-sets, mortar coupling

References: [106, 132, 166, 244].

The key idea is to compute the fluid in an Eulerian framework and to cou-
ple it to the Lagrangian structure. The interface (again) cuts the mesh cells
and is not anymore aligned with mesh faces. In order to represent jumps of
the velocity, pressure and stress fields, the extended/generalized finite element
(XFEM/GFEM) scheme is used. Recently, it has been shown that both ap-
proaches are equivalent [96]. The approach is that the shape functions are en-
riched by using additional degrees of freedom together with special enrichment
functions that are designed according to the solution form (its characteristics are
generally known). Mortar coupling [106] and mortar with domain decomposition
[132] allow for non-matching meshes on the interface. A Lagrange multiplier is
introduced to satisfy the coupling conditions.

Isogeometric analysis (IGA):

References: [19, 144].

In IGA, the test and ansatz functions are not anymore polynomials but splines:
e.g., non-uniform rational B-Splines. The main purpose of IGA is to combine ge-
ometry representation and discretization. In particular, higher order discretiza-
tion require less degrees of freedom (for example for C'! implementations) as a
standard finite element model.

Deforming spatial domain/stabilized space-time (DSD/SST):
References: [228, 229]:

This method is an interface-tracking method and moves the mesh similar to an
ALE approach. The problem is written in terms of a space-time discretization
rather than splitting into spatial Galerkin finite elements combined with finite
differences in time (Rothe method or the other way around method of lines).

Lattice Boltzmann (LBM):

References: [162, 163].

Lattice Boltzmann methods have been introduced for computational fluid dy-
namics simulations. Rather than using continuum mechanics equations, the fluid
is represented by particles on a so-called lattice mesh. Has been successfully ap-
plied for fluid-structure interaction.

The particle finite element method (PFEM):
References: [190].
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The PFEM method is based on a particle representation in which both continua
(fluid and solid) are modeled in Lagrangian coordinates. The nodes (the parti-
cles) are connected in order to build a mesh that serves as computational domain.
The resulting triangulation can be used for a finite element discretization. The
method is capable to treat large deformations and free surface problems (e.g. wa-
ter waves). Again, this approach has been successfully applied for fluid-structure
interaction.

In addition to the primer coupling techniques, we briefly mention examples of hybrid
techniques that couple two of the primal techniques in different parts of the domain:

e IB-Lattice Boltzmann for solving fluid-particle interaction problems [80];
e FD-ALE: [125, 215];

e Fluid-solid interface-tracking/interface-capturing technique (MITICT - FSITICT)
[3, 232];

e Coupling of fully-Eulerian/ALE (EALE) - FSITICT [253, 254].

5.1.2 Combining the underlying frameworks: FSI coupling algorithms
The key question we have to pose is:

e Shall the energy balance on the interface be satisfied? That means, do we satisfy

Vf = Vs,

on = osn,
after temporal discretization?
The answers can be roughly divided into the following concepts [82]:

e Strongly-coupled (or implicit) schemes preserve the coupling conditions after
time discretization. Monolithic methods are strongly-coupled by construction or
partitioned approaches with several subiterations between both subsystems.

e Weakly-coupled (or loosely, explicit, staggered) schemes do not ‘exactly’ satisfy
the coupling conditions in each time step. Partitioned approaches with few
subiterations are weakly-coupled. Famous examples where these algorithms have
been applied are problems in aero-elasticity.

e Semi-implicit schemes [5, 6, 83| are a comprise of the previous two schemes with
respect to computational cost and stability.

e Coupling via an optimization algorithm [155] 4.

141n fact this approach is quite recent with satisfactory results for artery applications with small
displacements. Performance w.r.t. to larger displacements (e.g., FSI benchmarks [142]) have not
yet been performed.
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Remark 5.1 (Added-mass effect [54, 243]). In several studies it has been shown that
weakly-coupled schemes introduce instabilities when both densities such as in hemody-
namic problems are of similar order; consequently, strongly-coupled schemes are re-
quired. Various stabilization techniques have been investigated to make weakly-coupled
schemes stable [52, 83, 98, 170, 243]. ©

5.1.3 Regularity of interface coupling in fluid-structure

Apart from practical aspects, there are some theoretical findings that should be taken
into account:

e The regularity gap between vy € H ! and v, € L% Might be overcome by
backward difference discretization of vg [155]. Or by a viscosity method by adding
additional viscous terms to the structure equation [61, 62, 147]. Basically, if we
add structural damping (might be also physically taking place; and refer to our
discussion in Section 4.8.0.5), we obtain higher spatial regularity for v,.

5.2 Lagrangian, Eulerian, ALE

As we learned Section 4, Eulerian and Lagrangian approaches are the classical ways to
describe problems in continuum mechanics. The so-called arbitrary-Eulerian-Lagrangian
(ALE) approach is an intermediate method to overcome some of the shortcomings of
the Eulerian and Lagrangian frameworks as we described above. Despite possible
drawbacks (mesh degeneration for large deformations; mesh tangling, mesh racing),
we focus on this approach in the following sections. The reasons are:

e It is one of the oldest and possibly (still) most widely-used algorithms.

e It is an interface-tracking approach in which the interface is aligned with mesh
edges at all times and allows for accurate measurements of, for example, traction
forces.

e It combines Lagrangian and Eulerian coordinate systems and we naturally learn
to work with transformation rules, which are (partially) indispensable for other
(but younger) approaches.

e Implemented correctly (which I always assume), it is an efficient, robust, and
accurate method in terms of a single consistent variational form and therefore
allows for trustable extensions towards sensitivity analysis and optimization '°
as discussed in Section 7. In this respect, our view in these lecture notes is more
directed to classical numerical topics (such as convergence studies, stability, and
error estimation) rather than real-world applications.

Let us recapitulate:

15This does not mean that the other approaches are not capable of doing this, but first we have to
trust our forward solver before we can go with adjoint formulations.
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e Lagrangian methods: mainly designed for problems in structural mechanics, al-
lows easy tracking of surfaces and interfaces between different materials, also
appropriate for materials with history dependent constitutive relations (such as
plasticity); but has difficulties for problems with large mesh deformations;

e Eulerian methods: used in fluid mechanics, the mesh is fixed and the body
moves with respect to the mesh, consequently, mesh deformations do not appear
here; but the interface is allowed to cut through cells, which requires adapted
discretization techniques in order to keep accuracy and robustness,

e ALE methods: The mesh can be moved (in the extreme case as in an Lagrangian
setting; on the other extreme: it is not moved at all and we recover an Eule-
rian approach), this flexibility is the major advantage and specifically for fluid-
structure interaction it leads to moving meshes around the interface and fixed
mesh far away (see Figure 11).

Generally-speaking the ALE approach tries to conserve mesh regularity and equidistri-
bution (the optimal mesh geometry) of mesh vertices while keeping the mesh topology.
Essentially, we shall control size, shape, and orientation of mesh cells. The location of
new vertices or the velocity of mesh points is usually determined by solving an addi-
tional partial differential equation: the moving mesh equation. In addition, a scalar
(or vector) valued monitor function is used to determine the optimal mesh vertices
distribution. From the mathematical viewpoint, the ALE-transformation maps one
domain into another and are therefore linked to geometry aspects. Furthermore, they
have common features with differential geometry (i.e., optimal transport) and mean
curvature flows.

5.3 ALE-FSI

In the present chapter, we discuss fluid-structure interaction problems in ALE co-
ordinates. The ALE mapping is defined by solving an additional partial differential
equation, for which we present three possibilities. With the help of this mapping, we
realize the fluid mesh motion. Next, the coupled framework is described in a coupled
fashion, leading to a variationally-coupled monolithic representation of fluid-structure
interaction. Our terminology to describe the monolithic approach is based on [69-
71, 140, 141, 207].
Firstly, we need to define the ALE transformation:

Definition 5.2. The ALE mapping is defined in terms of the fluid mesh displacement
Uys such that

A(a,t): Qp x T — Qp,  with A(2,t) = & + (2, 1). (25)
It is specified through the deformation gradient and its determinant
F:=VA=1+Va, J:=det(F). (26)

Furthermore, function values in Fulerian and Lagrangian coordinates are identified by

w(z) = (@), with z = A(@,1). (27)
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The mesh velocity is defined by w := oA o

To formulate FSI in ALE coordinates, there are two possible ways presented in the
literature:

e ALEy,,: We compute the fluid equations on the deformed configuration Q and
move the mesh explicitely.

o ALE;,: All fluid equations are transformed onto the fixed reference configuration
Q. In our work, we prefer this second possibility.
5.3.1 The ALE time derivative

The derivation of both approaches follows the same rules that we sketch in the follow-
ing. Let us briefly explain the relations between different time derivatives for different
frameworks (such as the Lagrangian, the Eulerian, and the ALE frameworks). In a
Lagrangian setting, the total and the partial derivatives coincide:

dtf(i"t) = atf(f7t)'

In an Eulerian framework, we find the following standard relation between the material
time-derivative (the total time derivative) d; f and the partial time derivative 0 f:

dtf(zvt) =v- vf + atf(‘rat)v

where the additional term v - V f is referred to as a transport term. In an analogous
fashion, we extend this concept to define the ALFE time-derivative

étf(x’t) = at‘Af(x’t) =w-Vf+ atf(xat)v (28)

where the transport term appears due to the motion of the computational domain. In
a Lagrangian description, we have w = 0. In contrast, it holds w = v in an Eulerian
framework. The ALE time-derivative has important ramifications for the numerical
discretization of ALE equations; for a deeper discussion, we refer to [87], p. 88.
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Figure 11:
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Comparison of cell occupation and computational domains for two time
steps between the ALE ¢, (top and middle) and Eulerian (bottom) method.
In ALE¢,, all computations are done in the same fixed reference domain

~

Q (top). In particular, a specific cell remains all times the same material
(here, an elastic structure in red), i.e., Q; and Q, are time-independent.
The mesh movement is hidden in the transformation F and J. The physical
(current) ALE domain () including the mesh movement is displayed in
the middle. In contrast, the computation with the Eulerian approach is
performed on a fixed (time-independent) mesh Qg (bottom). However, the
two sub-domains for the structure and the fluid Q, g and €1y g change in
each time step because the material id of a cell might change since the
elastic structure (red) moves freely through the mesh. Figures partially
taken from [253].
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5.3.2 Navier-Stokes in ALE coordinates

Inserting now the ALE time derivative into the Navier-Stokes equations, we obtain:

Problem 5.3 (ALE,,, fluid problem). Find
ve,pry € {oP +V0} x LY such that the initial data satisfy v+(0) = 0%, and for almost
fPf f f f f !
all time steps t € I holds:

pr (O, ), + pr((vp — w) - Vur, '),
+(0-fa va)ﬂf - <O'f7’lf, VW))FJ«,NUH - pf(f7 ,(/}U)Qf =0 va € V]97 (29)
(divvy,P)a, =0 VP € LY,

with the Cauchy stress tensor
of = =psl +2psvsD(vs) = —psI + pyvs(Voy + Vo),
and a correction term on the outflow boundary ([134]):
g = —pfl/va}F on 'y n =T ou.

This is now the place in which ALEf, and ALEg,, differ. Working with ALEg,,,
we keep the above equations and solve these equations on the current domain 2 with

appropriate discretization of the ALE time derivatives!®:

~ 1 R
Orop = 2 (W} —vf o A o (AM)7).

Here, we work with an ALE map A which is defined from the previous time step ¢,,_1
to the the present time step t,. Thus, the reference configuration at time step t,, is
denoted by Q™. Moreover, v € Q™ is used as an approximation to v(t,), which is
transported from Q" to any other configuration Q! (for [ # n) through the ALE map
(1133)): o

Anyl =A o0 A;l.

On the other hand, in ALEf,, we use the fundamental theorem of calculus [154] in
higher dimensions, and we obtain the Navier-Stokes equations on a fixed domain. This
formulation introduces additional geometric nonlinearities in the equations (rather
than in terms of the mesh) and they are formulated in terms of F and J.

Remark 5.4. Reading the literature, it seems that more people use ALEy,, to for-
mulate fluid-structure interaction problems. Of course, the equations look much nicer
than introducing all transformation rules. However, we want to emphasize that in our
taste, the ALEy, approach is a more consistent way since all equations are formulated
on the same domain ) leading to a consistent variational-monolithic coupling scheme.
From the computational viewpoint it is maybe just a matter of taste. ©

16Many thanks to my present colleague Huidong Yang for fruitful discussions!
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Proposition 5.5 (A claim without rigorous proof). ALE;, and ALEg, are equivalent
methods.

Let us know work with ALEy, and explain things in more detail. The boundary
of O ¢ is divided into three non-overlapping parts By = r ¢+,p U r N U fi, where ﬁ
denotes later the interface and it coincides with T' #,~ in the case of pure fluid problems.
We prescribe

@=1ip, and d=0p onlyp,
j(/f\fﬁ_Tﬁf =g on ff,N.
Let 17]’? a suitable extension of Dirichlet inflow data. Then, the variational form in Q ¥
reads:
Problem 5.6 (ALE¢, fluid problem). Find
Op,prty € {0F + VOY x LY such that the initial data 9+(0) = 99 are satis ed, and for
HPr f f f f I
almost all time steps t € I holds:
pr(J0os V), + pp(JE ™ (op =) - Vs, 4¥)g, + (Jo,F~T Vi")g,
= (JosF "0y 0)p, A+ (TG F 0y 005, 4 pp (T fr0)a,
div(JF Y6, 0Py~ —=
(dZU(JF Ufﬂ/} )Qf =0,
for all 1/3” € ‘A/jo and 1&” € L%, and with the transformed Cauchy stress tensor
Gy =—ppl +2ppvpD(ty) = —psl + 2psvp (Vo F~H + FTV0T). (30)

As before, Gy accounts for (possible) Neumann data, for instance, a correction term
for the do-nothing outflow condition (see Figure 4.8.0.2 if this correction term is not
applied):

g = —psvsF7TVO] on Ty = Loy (31)
Remark 5.7 (At all times). We use from time to time the notation for all times or
for almost all time steps. Please notice that this is a mathematical persnicketiness'”
on the continuous level. As alternative, we could have used the notation L*(I,X) for

time-dependent Sobolev spaces. Of course, on the discretized level, we compute at each
(discrete) timestep a solution to our problem. ©

Remark 5.8 (Variational-monolithic coupling; see also Section 5.3.6). Coupling fluid
flows with structural deformations along an interface fz requires the fulfillment of two
coupling conditions. Fluid flows require a Dirichlet condition on T';, i.e., the continuity
of the velocities is strongly enforced in the corresponding Sobolev spaces. The structural
problem is driven by the normal stresses that act on I'; caused by the fluid. These
normal stresses are achieved with the boundary term:

<j3fF_Tfo,@/AJU>ﬁ on I';.
<
17Spitzfindigkeit
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Remark 5.9. Finally, we note that the do-nothing conditions implicitly normalizes

the pressure by
/ pds = 0.
foui}

In such a case, it is sufficient to work with the space ﬁf instead of IA/? o

5.3.3 On the regularity of the ALE mapping

Because we work with both moving spaces and fixed spaces for fluid flows, we recall
the findings of [183], which provide the regularity conditions of the ALE mapping.

Problem 5.10. The ALE mapping A has to be defined such that b € Hl(ﬁ) if and
only ifv=100A"1 € HY(Q).

Using classical function spaces, a sufficient condition is that AisaC L_diffeomorphism:
Aec'(@), A'tec @),

and R R
FeL>(Q), FeL>*).

This requirement must be weakened because classical function spaces are inappropri-
ate when approximate solutions with help of a Galerkin finite element scheme are
computed.

Proposition 5.11. Let Q be a bounded domain with CY1-boundary (see, e.g., [260]).
Let A be invertible in the closure of Q0 and there holds for each t € I the two conditions

o Q= A(Q) is bounded and 9 is Lipschitz-continuous.
o Let Ac Wh(Q) and A~' € Wh>=(Q).

Then, v € HY(Q) if and only if 6 = vo A € Hl(ﬁ) Moreover, the corresponding
norms are equivalent.

For a proof of this Lemma, we refer to [183].

Remark 5.12 (Accessing the ALE mapping regularity). As previously ezplained, as
quantity to measure the ALE regularity, we can consull the determinant J of the de-
formation gradient. In particular, J > 0 if ||ﬁf||W2,p(§f,Rd) is sufficiently small and we

see that this implies A and At € Wl’oo(ﬁ;RdXd). Furthermore, the more we bound
the adaptation factor J away from zero, the better the regularity. In other words,
all mesh motion models aim to control J and try to bound this quantity away from
zero. Here, it is clear from the theoretical standpoint (and numerical tests (see Figures
13 and 14 and 15) confirm the theory) that biharmonic mesh motion leads to higher
reqularity than harmonic or linear-elastic models. ©
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5.3.4 Interface coupling conditions

In this section, we state the interface coupling conditions for fluid-structure interaction.
The coupling of the fluid with the structure equations must satisfy three conditions:
continuity of velocities, continuity of normal stresses, and geometrical coupling. In the
main part of this section, we focus our attention on formulations for defining the ALE
mapping A.

5.3.4.1 Physical conditions: continuity of velocity and stress The velocity field
must be continuous on the interface (which is a Dirichlet-like condition seen from the
fluid side). Sufficient regularity for the structure velocity is taken as assumption, such
that this velocity can be given to the fluid problem. In detail, we have

vg=w=uvs; onlj. (32)

To complete the structure problem, we must enforce the balance of the normal stresses
on the interface:

Jo;FThs + FSi, +75é(0s)s =0 on L. (33)

This condition corresponds to a Neumann-like boundary condition for the structure
subsystem.

Remark 5.13. Condition (33) is formulated for a general solid equation including
strong damping. Removing the term ~y4€é(0s)fts brings you to the standard formulation
that you find in the literature. ¢

5.3.4.2 Geometric coupling (the third condition) For fluid-structure interaction
based on the ‘arbitrary Lagrangian-Eulerian’ framework (ALE), the choice of appro-
priate fluid mesh movement is important. In general, an additional elasticity equa-
tion is solved [51, 221, 233]. For moderate deformations, one can pose an auxiliary
Laplace problem [48, 68, 259] that is known as harmonic mesh motion. More advanced
equations from linear elasticity (including Jacobi-based stiffening) are also available
[213, 233]. Thirdly, we also use (for mesh moving) the fourth-order biharmonic equa-
tion that others have studied for fluid flows in ALE coordinates [130]. It was also
shown there, that using the biharmonic model provides greater freedom in the choice
of boundary and interface conditions. In general, the biharmonic mesh motion model
leads to a smoother mesh (and larger deformations of the structure) compared to the
mesh motion models based on second order partial differential equations [250]. Al-
though the mesh behavior of the harmonic and the biharmonic mesh motion models
were analyzed in [130] for different applications, we upgrade these concepts to fluid-
structure interaction problems. Quantitative comparisons are shown in the Figures 14
and 15 (taken from [250]).
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In the discrete setting of the coupled problem, the moving fluid domain follows the
motion of the interface (it is therefore a geometrical coupling):

@y =, only, (34)

from which we obtain immediately w = 0, with temporal differentiation.

We define the ALE mapping in terms of the displacement variable, such that we
obtain .

w(z) = A(Z) — &.

Inside the fluid domain ¢ this operation is arbitrary and it is described by means of
a partial differential equation, such that we produce a smooth evolution of the fluid
mesh. In the following, we discuss the three possible partial differential equations in
detail, which can be used for fluid mesh moving. In two dimensional configurations,
the mesh moves in 2- and y-direction, which allows us to find a vector-valued artificial
displacement variable

’&f =

L(1) A(2) (3 " () A
@y, P af) = (@f” @, af).
We need the single components of 4y below to apply different types of boundary con-
ditions to the biharmonic mesh motion model. In the following, the formal description
of the first two mesh motion models coincides and only differ in the definition of the
stress tensors o mesh -

5.3.5 Mesh motion models

5.3.5.1 Mesh motion with a harmonic model The simplest model is based on the
harmonic equation, which reads in strong formulation:

—(Ti;(&mesh) =0, Uy=1uson fi7 Gy =0 on 8§f \fl, (35)

with N
amesh = OéuVﬂf.
The monitor function o, := a,,(Z) (for a solid equation, we would just call it diffusion

parameter) is chosen such that a good fluid mesh quality is guaranteed. The oldest
idea steems from [259]. As second idea, we can choose

(&) = a+ bexp(—cd), (36)

Wlth certain constants a, b, ¢ > 0. The Euclidian distance of a point & to the interface

T'; is denoted by d = |x — I‘ | . Another, even simpler, strategy was proposed by
Tezduyar et al. [233], which was further developed by Stein et al. [221]. They propose
to choose as monitor function:

() = J7L (37)

This choice works well because mesh cell distortion appears in the vicinity of F That
means J N\, 0 near Fz, and consequently (%) > 0 near T;. By reason that high
diffusion causes low mesh movement, the quality of the fluid mesh is maintained. For
a comparison of different choices of «,, := a,, (&), we refer to [250].
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Remark 5.14. Using model (37) leads to a nonlinear equation for Guesy since G is
used to define J. o

5.3.5.2 Mesh motion with a linear elastic model The equation of linear elasticity
is formally based on the well-known momentum equations from structural mechanics
as introduced previously. In a steady-state regime, we obtain the following equation
defining a static equilibrium:

—d/i:/(amesh)zo, ﬂfZ’llS on fi, fthOOn 8@10\1_‘\“

where Tpesh 1s formally equivalent to the STVK constitutive tensor in Equation (4.31).
It is given by

3mesh =y (tI‘ Elin)f + 2auElin; (38)

where Ej;,, was defined in Definition 4.14. The mesh monitor parameters «) 1= a(Z)
and o, = a,,(Z) are chosen in a way, such that a good fluid mesh quality is guaran-
teed. By virtue of (14), we compute ay and «a,, from the Young modulus Ey and the
Poisson ration vs. Therefore, we choose Ey according to (36) or (37). Further, we
choose a negative Poisson ratio (recall that v, € (—1,0.5]). Materials with negative
Poisson ratio belongs to auxetic materials and they become thinner in the perpendic-
ular direction, when they are compressed. This is a useful property for the evolution
of the fluid mesh. We refer the reader again to [221] (and references cited therein) for
other choices of ay and oy,.

5.3.5.3 Mesh motion with a biharmonic model Using the biharmonic mesh model
provides much more freedom in choosing boundary conditions [57, 130]. In these
notes, solving the biharmonic equation is introduced as a third possible fluid mesh
deformation:

A%y =0 inQy, dy=da,andday; =i, only, dy=0di;r=0 on dy.

This model is considered in a mixed formulation in the sense of Ciarlet [57]. As before,
an artificial material parameter is used to control the mesh motion. Then, we deduce

Ny = —auAﬂf and — auAﬁf =0. (39)
It is more convenient to consider the single component functions ﬁgcl), ﬂ§c2) and @;3)7
AP = —a,Ad and - a,Adl =0, (40)
ﬁ?) = —OZUA’LAL;Q) and — auAﬁ;Z) =0, (41)
7' = —a, A and - a, A0 =0, (42)

We utilize two types of boundary conditions. First, we pose the first type of boundary
conditions (that corresponds to conditions of a clamped plate)

i = 0,0l =0 on 8\ Ty, for k=1,2,3. (43)
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Second, we are concerned with a mixture of boundary conditions

i) =008 =0 and 7Y =0,7" =0 on Iy UTou, (44)
Agc =0, Ec =0 and A(z =0, ; =0 on fwau, on fin U fout, (45)
gc =0, Ec =0 and A(S =0,n;’ =0 on fwall- (46)

which we call second type of boundary conditions. In particular, the conditions
A =0, =0 on Ty UTou, for k=1,2,3, (47)

mean, that a plate is left free along this boundary part. Using biharmonic mesh
motion, we also must enforce two conditions on the interface:

dy =1, and Opiy = 0ni, on I

Remark 5.15. Using the second type of boundary conditions in a rectangular domain
where the coordinate axes match the Cartesian coordinate system, leads to mesh move-
ment only in the tangential direction. This effect reduces mesh cell distortion because
only the perpendicular directions of iy and 7y are constrained to zero at the different

parts of 9. The effects of these boundary conditions are examined in Figure 13 ¢

Remark 5.16 (Mixed system on non-convex domains). It has been shown in [266],
that the solutions of the biharmonic problem do mot correspond (in general) to the
mized system if the problem is considered on a non-convexr domain. This is exactly the
case in our situations. However, we emphasize that the mesh motion problem is an
artificial problem and we are not interested in its accurate physical solution but rather
i a reasonable approximation in order to move the mesh. ¢

Remark 5.17 (Tolerance of the numerical solution). We notice again that the moving
mesh equations are auziliary equations to move the mesh. This means in particular,
we are still mainly interested in the solution of the physical equations (fluid and solid).
Consequently, for the numerical solution of the mesh moving equations a much lower
tolerance can be employed for the nonlinear and/or linear solver. ©
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Figure 12: Mesh tangling/degeneration in which the inner angle 180 degree opening
(left) and mesh racing in which solid mesh cells (in red) intersect illegally
with fluid cells (in white) - right figure.

Figure 13: CSM 4 test [250] with harmonic and linear-elastic mesh motion models on
top. Both models lead to mesh distortion close to the lower boundary. At
the bottom, meshes using biharmonic mesh motion are displayed, which
perform significantly better near the tip of the beam. In addition, we
observe node-clustering that is a typical result of mesh motion.
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Figure 14: Function plots of min(J) for the mesh motion models of the CSM 4 test.

Degeneration of mesh cells corresponds to negative values of J, arising in
the first three models.

T T T T T T
Harmonic with constant parameter

Harmonic
Linear elasticity
Biharmonic 1st type bc

0.8

min(J)

0.3
Time

Figure 15: Function plots of min(J) for the mesh motion models of the membrane on

fluid test (proposed in [18] and re-computed in [250]). Degeneration of mesh
cells corresponds to negative values of J, arising in the first three models.
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5.3.6 Variational-monolithic coupling

Before we state the coupled FSI problem, let us briefly recapitulate our philosophy
for coupling. In these notes, we aim for a consistent variational-monolithic coupling
scheme in which we need all equations defined in the same domain; therefore, ALE¢,
was introduced. In variational monolithic coupling, Neumann-like interface condi-
tions, like the continuity of normal stresses are fulfilled exactly in a weak sense on the
continuous level:

(JG;FTig, ) + (FSie, @) + (1:E(05)70s, 0) =0 Vo € V. (48)

The continuity of flow conditions,
Vf = Vs,

are incorporated directly in the Sobolev spaces as usually done for Dirichlet conditions.

Remark 5.18. We use the same coupling idea for the fully Fulerian approach described
in Section 5.6. Again: this is possible since all equations are defined in the same
domain; there it is Q.

5.3.7 A variational-monolithic FSI-formulation using ALE;,

With the previous preparations at hand, in this section, we define the monolithically
coupled fluid-structure interaction problems employing the ALE¢, approach. Thus,
we define the setting in a fixed domain and formulate the equations in a fashion that
can be used in a straightforward way for the implementation. The coupled strong
problem (with the fluid equations defined in a moving domain ) can be formulated
as illustrated previously, see [87], p. 120-121, and [19]. The corresponding weak
formulations have also been derived elsewhere [19, 180].

The definitions of the fully coupled problems include three types of nonlinearities
that are divided into two groups. The physical nonlinearities includes the convection
term for the fluid and the nonlinear structure model, whereas the additional nonlin-
earity induced by the ALE transformation is a so-called geometric nonlinearity.

Then, the weak form reads:

Problem 5.19 (ALE;, FSI with harmonic and linear-elastic mesh motion). Find
{05, 05, g, s,y Ps} € {07 + VP } x Lo x {07 + Vb x {al + V2 x LY x LI, such

that v5(0) = @?c, 05(0) = 09, 4s(0) = ﬁ?c, and 1s(0) = 42 are satisfied, and for almost

S
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all time steps t € I holds:

Fluid momentum P S T fe o
(ﬁsatlfjsa&v)ﬁs + (ﬁ§7 §7Lv)ﬁs

Solid momentum, 1st eq. o Ay S . S,
+'7w(vsﬂ/} )Qg +7s(€(vs),v¢ )ﬁs - (Psfs,lb )ﬁg =0 W'e V307

Fluid mesh motz’on{ (Omesn, V'), =0 V" € Vj?,ﬁ,ﬁ-’
Solid momentum, 2nd eq. { Ds(Ortis — s, Q/AJU)Q =0 W¢ve€ L,
Fluid mass conservation{ (cﬁ}(jﬁ’lﬁf),i/}p)ﬁf =0 WP e L9,

Solid mass conservation{ (135, 1/319)@5 =0 Viﬁp € [:27

with pg, Ps, Vg, ts, s, ﬁ, and J as defined before. The stress tensors Gy, fl, and
Omesh are defined in the Equations (30), (13), (4.31), and in (35) and (38), respectively.
The pressure-related quantity in the last equation is determined by P, =J-1 (volume
conserving), using incompressible materials, such as the INH or the IMR material. In
the case of the STVK material, the last term is not present.

Recall that we use the mixed form of the wave equation, for this reason we have a
decomposition of the momentum equation into two subequations.

Next, we state the monolithic setting for fluid-structure interaction with a bihar-
monic mesh motion model utilizing the first type of boundary conditions:
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Problem 5.20 (ALE;, FSI with biharmonic mesh motion). Find
{vf,vs,uf,us,nf s, D, Ps} € {vf + VOU} x Ly x {uf +V0 o} x {aP + VO} x Vf X

V, x L0 x L, such that 07(0) = vf, 05(0) = 92, 4r(0) = uf, i5(0) = 02 are satisfied,
for almost all time steps t € I, and
(Jps0hts.d")q, + (P (F (05 =) - V)og),9")g,
(Jo,F T N0, = (45, 0") 5, — (brd frd)g, =0 Vi € Vi,
(PsOhip, ¥)g, + (FE, Vi*)g,
+’Yw(vs7w )ﬁs + 75(@('@5)7v A’U)QS - (ﬁsfsﬂ&qj)ﬁs = vqﬁv S ‘7507
(i, Mg, — (@ Vi, Vi)g =0 Vg7 € Vy,
(0l V"), — (0 Vi, Vi) =0 V" € Vs,
(uVis, V A“)Qf =0 V'€ Vﬁu ,
ﬁs(atﬁ/s - ’057 r&u)ﬁs = vqﬁu S Lsa
(div(JF0p),07)g, =0 WP € L,
(psﬂ[)p)ﬁs =0 V'J)p € E?,

with all quantities as defined in Problem 5.19 and the monitor parameter «,, defined
n (39).

Remark 5.21. The monolithic variational formulation for the second type of boundary
conditions is formally equivalent as demonstrated in Problem 5.20. Only the definition
of the function spaces for trial and test functions of the displacement variables . and
N changes. ¢

For later purposes (basically Chapter 7), we also state a stationary version of the
coupled equations:

Problem 5.22 (Stationary FSI with harmonic and linear-elastic mesh motion). Find
{0, g, 05, pp, 05} € {07 + V0o x {07 + VP } x {al + V2} x Ly, such that

(prJ(F Yoy - V)iy), zﬁ )a,
+(JBFT V), — (G50, — (brd frt)g, =0 WY € VP,
(FS, V"), — (psfs ), =0 Wi € V2,
(amesh, Vit)g g, =0 Vo e v)?u 7,
(div(JE " 0p),47)g =0 VP € LY,

Qy

with all quantities as defined in Problem 5.19.

Problem 5.22 offers further insight of key differences between stationary and non-
stationary fluid-structure interactions. We do not search any longer for a velocity
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solution v, in the structure because it is zero in a stationary setting. Consequently,
the damping terms vanish because they are defined by means of 0. Likewise, the fluid
domain velocity w vanishes too. R
The weak continuity of the normal stresses of Equation (33) that is required on T';
becomes an implicit condition computing nonstationary fluid-structure interactions:

(JGrF Ty, §")g, + (FSi, 0")g, + 1s(€(05)hs, "), =0 V" € VO,
In stationary settings, we deal with
(jafﬁ—Tﬁf,z/}v)@f + (FSi,, "), =0 V" e VO

Remark 5.23 (Discretizing solid’s stress tensor in terms of velocities). An alternative
way (and this seems more natural in fluid-structure interaction, see, e.g., [138]) is to
take the time derivative on solid’s stress tensor, e.g.,

855 (its) = 0p(2uEyin () + Mr(E(0)) ) = 20 B (0) + \er(E(9))1.

This has the advantage that both stress tensors can be formally combined into one
global stress tensor G = x50f + xs0s. To the best of my knowledge it is not yet clear
which formulation (our or the the unified one) is preferrable from computational cost
point of view. ©
5.3.8 A partitioned approach using ALE,
In this partitioned coupling algorithm, we solve subsequently for three problems:

e The fluid mesh (mesh motion problem);

e Solving the fluid problem in ﬁ;

e Solving the solid problem.
Then, the weak form reads:

Problem 5.24 (Partioned FSI with harmonic and linear-elastic mesh motion). Given

the initial conditions 07(0) = 17?, 05(0) = 92, 4s(0) = 12(}, we compute for almost all

time steps t € I the following problems.
o Find {as} € {a? + VP 1},
(ameshv §7ﬁu)§f =0 V’(Z)u S VO
o Find {vf,ps} € {0P + VP } x LY,
(Jps0e05, 9" ), + (py I (F~ (i — ) - V)y5),9)g
+H(J FTT Vg, = (35,005 — (P frod)a, =0 Vi € Vg,
(dw(jﬁ—lﬁf),zﬁp)ﬁf =0 WP e LY,

~



o Find {0y, 0} € L, x {aP 4+ VO},

(ﬁsat@s,z/?”) + (FS, V)5,
+’Vw(@svflz)v)§5 +73(€(@s) )Q - (psfsa'l/) )ﬁ =0 V1/A)U € ‘7;0’

ZO)

s

pa(Ortiy — D, ") =0 YY" € Ly,

with g, Ps, Vi, s, As, F and J as defined before. The stress tensors o, Z and Cpmesh
are defined in the Equations (30), (13), (4.31), and in (35) and (38), respectively.

5.3.9 A partitioned approach using ALE,,,

We solve in the same order as in Section 5.3.8 but now the fluid equations on the
current (deformed) domain €.
The weak form reads:

Problem 5.25 (Partitioned FSI with harmonic and linear-elastic mesh motion).
Given the initial conditions vy(0) = v?c, 05(0) = 09, we compute for almost all time
steps t € I the following problems.

e Find {ts} € {ﬁ? + Vﬁﬁjl’)
(ameshv viu)ﬁf =0 viﬁu € Vf?ﬁfz’
o Find {vy,ps} € {U][c) + VJQU} x L9,

(pfét'l/f, ¢U)Qf + (pf(vf - U.)) : V)Ufa ¢U)Qf
+(op, VY )a, = (g5, )0y — (prfr ), =0 V' € Vip,,
(div(dy),¥P)q, =0 VP € LY,

o Find {i,,1,} € Ly x {aP 4+ V0},
(srbs, "), + (FE, V4 )g,

~ A~

+7w(@sﬂﬁv)ﬁs + 75 (€(0s), V )ﬁ (psfsﬂ// )
ps(Ori

— b3, "),

{O)

Qs

=0 Ve VD,
0 Vo' e Ly,

with g, Ps, Vi, M, As, ﬁ, and J as defined before. The stress tensors oy, i, and G mesh
are defined in the Equations (30), (13), (4.31), and in (35) and (38), respectively.
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Remark 5.26 (Iteration loop / Fix point iteration). In the implementation, we add
iteration indices k to all equations and produce sequences of solutions

u}c,ufc,u?}, ... Mesh motion
U},U?‘,U?,... Fluid
p},p?,p:},... Fluid
002,93, ... Solid
al,a2,42, ...  Solid.

sy sy sy

A loosely-coupled scheme would terminate (or be forced to stop) after a few iterations.
A strongly-coupled algorithms solves up to a tolerance and based a stopping criterion
that is based on the Steklov-Operator, i.e., find & on T'; such that the stress condition
Oy = 05N is satisfied. ©

Remark 5.27 (Solution of the mesh motion problem). In the partitioned approach dif-
ferent solution techniques can be easily employed to solve the three subproblems (mesh,
fluid, solid). Here, we emphasize that the mesh motion equation is purely artificial
without physical relevance and it can be solved without satisfying a low tolerance. So,
its solution can be achieved in a fast way. ©

Remark 5.28 (Decoupling in time). In the partitioned approach it is obvious (under
the condition that certain relationships and additional information are known) that we
can decouple in time. For instance, we have seen in [209] that the FSI-benchmark
requires smaller time steps than the pure fluid benchmark. An open question is if we
could use a partitioned solver in which we solve the fluid equations and mesh motion
problem only at every 10th time step. ©

5.3.10 Monolithic and partitioned (fixed-stress) approaches for Darcy
flow-elasticity coupling

In this section, we consider a first special case of fluid-solid coupling: the Biot-Lamé-
Navier system. The Biot system [35-37] is a standard model in poroelasticity and is
a multi-scale problem which is identified on the micro-scale as a fluid-structure inter-
action problem (details on the interface law are found in Mikeli¢ and Wheeler [177]).
Through homogenization, the Biot system is derived for the macro-scale level. This
system is specifically suited for applications in subsurface modeling for the poroelastic
part, the so-called pay-zone. On the other hand, surrounding rock (the non-pay zone)
is modeled with the help of linear elasticity [56]. Therefore, the final configuration
belongs to a multiphysics problem in non-overlapping domains in which we again need
to specify appropriate interface coupling conditions.
Compared to classical FSI modeling, we deal with the following simplifications:

e The Biot problem averages the fluid-solid coupling and we do not have anymore
the typical multi-domain structure with interface conditions between fluid and
solid.
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e The resulting system is quasi-stationary with a time-derivative only in the pres-
sure (fluid) equation.

e The resulting system is geometrically-linearized and all equations are formulated
in a common framework without ALE-transformation rules.

Remark 5.29 (Identification of Eulerian and Lagrangian frameworks). The last point
of linearization is based on mainly two assumptions: the hypothesis of small perturba-
tions [60]:

e ||[Vu|| <« 1. Then, the Lagrangian and Eulerian methods coincide up to a first-
order approximation.

e Small displacements u for the skeleton particles:
[lu/L[| <1

where L is the characteristic length of the pore structure. This second hypothesis
allows to identify the reference configuration 0 with the current domain € and
additionally, i.e, R

i~z f(@)~f(z), QxQ

&

Remark 5.30 (Darcy’s momentum conservation law). The Darcy flow equations (rep-
resenting the momentum equations) arise as an intermediate step while averaging the
Stokes equations to get the lubrication equation. Darcy [65] derived this law empiri-
cally and the mathematical argument can be obtained through homogenization of Stokes’
equations [29]. It holds:

1
vp=——K(Vpp - prg),
nf
which gives a linear relationship between the velocity and the pressure gradient. ¢

Problem 5.31. Find the pressure pg and displacement upg such that

1 ,
Oi(ceps + agV - up) — EV - K(Vpg—prg) =q inQp x 1,
V- (op(u) +apVpp=fz inQpxI,
with
O'B(uB) = ,LLB(V’LLB + Vug) + AV - ugpl,
and the coefficients cg > 0, the Biot-Willis constant ap € [0,1], (in fact, this constant
relates to the amount of coupling between the flow part and the elastic part) and the
permeability tensor K, fluid’s viscosity and its density ny and py, gravity g and a

volume source term q (i.e., usually fluid injection). In the second equation, the Lamé
coefficients are denoted by Ap > 0 and up > 0 and fp is a volume force.
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Usually a non-pay zone is described in terms of linear elasticity: Find a displacement
ug such that

~V - (0s(us)) = fs in Qg x 1,
with
os(us) := ps(Vug + Vud) + A\sV - ugl,
with the Lamé coefficients pg and A\g and a volume force fs. On the boundary
0Qg :=I'p UT'y, the conditions
us =us onTp, og(ug)ng=1ts onTly,

are prescribed with given g and #g.
It finally remains to describe the interface conditions on I'; between the two sub-
systems:
up = ugs,

op(up)np —os(ug)ng = appnp, (49)
1

——K(Vps — prg) -ng =0.
nf

It is important to notice that the second condition in (49), requires careful imple-
mentation on the interface. Furthermore, this condition shows in fact similarities to
standard fluid-structure interaction coupling conditions.

Let d be the dimension and Vp := {¢? € H (Qp)|f = pPon T,} and Vg := {¢* €
[H'(25UQs)]%g = uPon I',} be Hilbert spaces and p? and u” extensions of Dirichlet
data.

The definition of a weak formulation follows standard argumentation and leads to
the system:

Problem 5.32 (Biot-Lamé-Navier Problem). Find {p,u} € {p” + Vp} x {uP + Vs},
such that u(0) = u® and p(0) = p°, for almost all times t € I, and

(atp> ¢p) + OéB(v u, ¢p) + 7(Vpa V¢p

)
—pr(9,0") = (¢,0") =0 V¢’ € Vp,
(O'B,V¢ )7aB(pI V¢ ) (fBad)u)*O VQSMGVS’

(057v¢ )_(fSa ):O v¢u€VS

The corresponding partitioned approach (fixed-stress splitting) reads:

Problem 5.33 (Fixed-stress split of the Biot system). Forl=1,2,3,..., find p' such
that

042 pl _pn—l .
(cn + 3\ + 2,)( Al L) + (Keps(Vp = p°9), VoP)
V.ulfl —V~u"*1 a2 plfl _pnfl
_ D P\ ,
=0 V¢eVp.
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Then, we solve for the displacements u! such that:
(o8, ¢(6") = (ap', div ") + (f5,6") Vo" € Vs,
The iteration is completed if

max{|[u’ —u' 7|, Ip" — "7} < TOLps.

5.3.10.1 Numerical results for Mandel’s problem We briefly test a specific imple-
mentation (the reader is invited to visit DOpElib [116] Examples/PDE/InstatPDE/Example6
in order to examine and run the example. There, the well-known Mandel’s problem
[173] is considered, which is an acknowledged benchmark in subsurface modeling. In

the second example, the augmented Mandel problem [109] is used as verification.

Example 5.34. To enhance your imagination, a physical example is that of a sponge
that you press: First the fluid pressure will slightly increase due to the sudden appli-
cation of traction forces on the outer boundary. Then, the pressure reduces (finally to
zero) because the fluid is pushed out of the pores.

The configuration and parameters are taken from [99, 121, 168, 169]. The do-
main is [0,100m] x [0,20m]. As parameters, we choose: Mp = 2.5 % 10'2Pa,cp =
1/MpPa=t ap = 1.0,vp = 1.0 x 1073m? /s, Kg = 100md, pr = 1.0kg/m3,t = F =
1.0 x 107 N. As elasticity parameters in Biot’s model, we use ps = 1.0kg/m?, us =
1.0e + 8,vg = 0.2. The time step is chosen as k = 1000s. The final time is 5 * 10%s
(corresponds to computing 5000 time steps). The initial mesh is 4-times globally re-
fined corresponding to 256 cells and 2467 degrees of freedom (with the Taylor Hood
element).

1_‘top

I Qp r,

Ty

Figure 16: Configuration of Mandel’s problem.

As boundary conditions, we choose:

opn —apppn =1t —agppn on 'y,
p=0 onl,
uy =0 on I,

u, =0 onlIYy.
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For different time steps t; = 1%103,ty = 5%10%,t3 = 1x10%, ¢4, = 1%10°,t5 = 5% 10°
and t19 = 5% 105[s] (the numeration of time steps is taken from [99]) the solution
of the pressure and the z-displacement evaluated on the z-axis is shown in Figure
17. These values coincides with the literature values displayed in [99, 121, 168, 169].
In particular, the well-known Mandel Creyer effect (non-monotonic pressure behavior
over time) is identified.

2e+07

1.5e+07 - 3 -

p[Pa]
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Figure 17: Mandel’s problem: Pressure trace and z-displacement on the z-axis.

Next, we test another configuration that is closer to that application. Specifically,
we deal now with a problem in non-overlapping domains. The configuration is inspired
by Girault et al. [109]. We use the same Biot-region parameters as in the previous
example. In addition, we use in the pure elastic zone the same Lamé coefficients, such
that up = ps and Ap = Ag. We consider this as a new benchmark configuration
that is prototypical for reservoir simulations with some overburden. (In the same
manner, an underburdon could have been added in addition. This leads, however, to
no additional difficulties). The computational domain is enlarged in height such that
[0,100m] x [0,40m] and is sketched in Figure 18.

Tiop
Is Qg s
Ty
I'is Qp ' B
Iy

Figure 18: Configuration of augmented Mandel’s problem.
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As boundary conditions, we choose:

opn =1t on Iy,
opn=0 onl,g,
p=0 onl}p,
uy =0 on I,
u, =0 on Fl,B U FZ,S-

The augmented Mandel problem shows also the well-known Mandel Creyer effect
as illustrated in Figure 19. Here, it is important to carefully implement the interface
conditions on I';. Otherwise the results are not correct from physical point of view.
Graphical solutions of the surfaces of pressure distribution is shown in Figure 20. Here,
we detect the typical pressure behavior on the z-axis.

2.5e+07 =

2e+07 ..

1.5e+07

p[Pa]
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0 20 40 60

x(m] x[m]

Figure 19: Augmented Mandel’s problem: Pressure trace and z-displacement on the
z-axis.
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Figure 20: Augmented Mandel’s problem: Pressure surface for two time steps ¢; and
ty.
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5.3.11 A rate-dependent partitioned scheme; coupling the membrane equation
with Reynolds lubrication model

5.3.11.1 Modeling In this part, we present another partitioned approach (from
[247]) that offers some interesting features:

e Coupling of the most simplest equations for fluids (Reynolds lubrication equa-
tion) and solids (second order membrane - Laplace - equation). As in the previ-
ous section, all equations are linearized and are formulated in a common setting
without ALE-transformation rules (please consult Remark 5.29).

e Formulation of the stationary solid equation in terms of a rate-dependent algo-
rithm; well-known from solving plasticity problems [72, 203, 220].

e However, despite from being simple: the lubrication equation is widely used in
different fields (see also in these notes; reaction-induced boundary movement or
fluid-filled fractures) and rate-dependent algorithms are of utter importance for
non-trivial solid models such as just mentioned before for example plasticity.

Let us first simplify the solid equations. By omitting acceleration effects in (12), we
arrive at

VG, = f in Q.
The Reynolds equation has been presented in Proposition 4.25. For completeness, in
an ALE setting it reads:

Proposition 5.35 (Reynolds lubrication equation in ALE coordinates). Let the top
boundary 2 = h(z) be moving with a velocity U,(x,h) =: v,; the lower boundary at
h =0 is fized for simplicity. Then,

Neumann boundary conditions are given by

. Op . op

i) 6—5 =Ap; onli and pr Apy  onTs,
. Op . ap R

1) a—z =Aps onls and 0 Apy onTy

In the following, we provide more details on the derivation of the membrane equation.
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Figure 21: Fixed membrane with length [ and thickness a.

The fixed membrane is a special case of the plate equation [43]. Our membrane has
length [ and thickness a with a <[

0<z,y<l and ho—g§z§h0+%.

Lemma 5.36 (Fixed membrane in 2D). A thin plate with thickness a and length 1 is
subject to forces p*1t) and p*=) orthogonal to the middle plane. Then,

0?2 0%z pEt) —p==)

The non-homogeneous (time-dependent) Dirichlet conditions are z = hg on 0S.

Remark 5.37. Bending moments are neglected in the membrane equation. In order
to include them, one has to use the fourth-order biharmonic plate equation [43]. ©

5.3.11.2 Coupling and variational form The task consists in coupling Reynolds’
equation with the membrane equation. However, due to our (over)simplifications, the
membrane equation delivers a displacement u (here z) but the lubrication equation
requires as input a velocity ©,. The key trick is now to re-formulate the stationary
membrane equation in terms of a quasi-stationary rate-dependent formulation. We
follow [72, 203] and introduce a time (although these are only rate-increments).

We first write the second order membrane problem in terms of a mixed setting using
Az = divVz such that
popE) —

Az =divVz = dive = Prey _, —f with o = Vz.
na
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In classical formulation, the mixed form would read:

dive = —f inQ, (51)
c=Vz inQ, (52)
z="hg on . (53)

For time discretization, as done in the previous sections, we introduce a time interval
I :=[0,T] with fixed N € N such that we have the time points tg, ..., tn:

O=to<ti <...<ty_1<ty=T.

The incremental velocity v? (n € N) is derived with help of the middle Equation (51).
Formal transformation o(z) — o(x,t) introduces time-dependence of the system and
gives us

0o =0 Vz=V0iz=Vi=Vu, = Vu,.

In short notation
o =Vu,.

We approximate ¢ with a difference quotient for two subsequent time steps t"~! and
t":

n n—1
ot — ot

d%W:VUi", ’I’L:172,...7N.
Using 0" =: ¢™ and Vol" =: V7 yields
O_nia.nfl
o~ g =Vv?, n=1,2,...,N.

The function v € V is the so-called incremental displacement velocity. To compute
the current o™, we have

ot =o"t Hat"vVo, n=1,2,3,.... (54)

We are now prepared to derive a variational formulation. Inserting (54) into the
first equation of (51) gives ~
—dive™ = f",

and Green’s formula

/udiwpdm:—/Vu-godx—i—/ up ds,
Q Q a0

and multiplication with a test function ¢ € H} () yields:

—/diva"cpdx:/f"godx
Q Q
& /J"~V<pd:r— / c"pds :/fnapdx.
Q o0 Q
—_——

=0 wg. 9€H}(Q)
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Furthermore,
(6™, Vp)o = (6™ 1 +dt" Vv, Vp)o = (6", Vp)o + dt™(Vvl, V)o.
Additional calculations and the right hand side bring us to
dt"(Vol', Vo = (", 9)0 — (6", Vo
Then, the problem reads
Problem 5.38.
Find v™ € H}(Q) :  dt"a(v?, @) =1(p) Vo € Hi(Q)
With the help if v, we can now calculate 2z and the stress update o™ :

z?
e Displacement:
2" =" dt™”
with initial value 2° = hy (no deflection of the membrane).

e Stress update:
o =" 4 at" Vol (55)
with initial value o° = 0.
The following results simplifies practical aspects of the implementation:

Proposition 5.39 (Stress recursion ™). For equal-distant time steps dt™, it holds

o" =0 +dt"V (> vf|  forallneN. (56)
k=1

Proof. The proof is carried out using an induction argument. Begin with (induction
start): n = 1:

ol =o% +at'vor.
The induction assumption is given by (56). We show now the induction step n — n+1.
With (55), we have

ot =o" 4 dt”JrIVvZJrl.

Using dt"™ = dt" !, and (56) and linearity of the differential operator V(-) yields

n
o" =00+ dt"V | Y ok | +atvert!
k=1

n
=o+dt"t |V Z o | + Vot
k=1

n+1
=o' +at"'v | > ok
k=1
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The following statement is the main result:

Proposition 5.40 (Weak form of the coupled rate-dependent membrane equation).
For all functions p*) p,., € L*(Q) and o™~ € L*(Q)? of the right hand side, there
exists in each pseudo-time step n = 1,2, ..., a unique weak solution v € H}(Q) with

dt"a(v, ) = U(p) V€ Hy(Q) (57)

(++)
p Pre -

I(p) = N —(ywp) — (6", V).
pa . pa ')

Proof. Let u,a be constant and let the time interval dt"™ be constant as well. Let the
previous stress 0"~ ! € L?(Q)?. Using the Lax-Milgram theorem, and setting

(=)
p Dre .

I(p) = N —( ywp) — (6" 1, V)o.
pa . pa "),

we obtain a unique solution. O

where

In the following, we present a partitioned coupling algorithm to solve the coupled
Reynolds-membrane problem. The time rates are sufficiently small such that they are
negligible compared to the finite element discretization error.
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Algorithm 5.41 (Rate-dependent Reynolds-membrane coupling).

(z+)
A) =0, 20 =hg, fO=T— p0 =0
9 ) ua 9 rey ’
B) for n=12,...
{
At = " tn—l’
pnfl
n,0._ -1 _ frey
f _f ,ua )
Zn,O — Zn717
k=1
do

Solve structure:

dtna’(v,:"kila 90) = (fn1k717 @)0 - (a'nila VQO)Ov
— ,Un,kfl
z
Update displacements:
Zn,k — Zn,O + dtnvn,kfl,
z )
Solve fluid:
n,k—1 _ n,k—1 .
a(prey 730) - (Uz 7%0)0 + (QU, g)O,fV

n,k—1
- Prey

Zn,k _ Zn,k—l
Dk‘ = |

Z”’k

k-
}while(Dy > D);
n n,ke .

v =o'

n . o n.ke.
prey T préys’

updates:

i) 2" = 2" 4 dt™

i) o™ = o™+ dt" V'
iii) f* = "N+ dt"

72



5.3.11.3 Numerical tests

5.3.11.3.1 Computations with constant pressure p(**) This section presents the
findings that have been obtained using the algorithmic advances from Section 5.3.11.
The configuration is sketched in Figure 22 and the parameters are provided in Table
1.

Figure 22: Configuration of membrane-lubrication coupling: the top boundary is
moved with a velocity v, = v, (x, h).

Table 1: Parameters of the membrane-lubrication coupling.

Parameter ‘ Value ‘ Dimension
[ (length of interval) | 1 m

ho 5% 107% m

pH) 1%10° N/m

L 4.0 %10 | N/m?

a 251073 | m

The initial force is given by

() 105
1 oot

0 _ —
F= na 1011

The pressure normalization is achieved by the condition:

/pdx:O.
Q
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Figure 23: Deformation of the membrane at the time steps n = 1,2,3,4 using the
constant initial force f© = —0.001
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Figure 24: Pressure distribution at time steps obtained n = 1,2,3,4 by solving
Reynolds’ lubrication equation.

Since the membrane deflection has its maximal displacement in the middle of the
interval, the highest pressure is obviously also observed here. We notice that the
homogeneous Neumann pressure conditions are clearly observed.
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5.3.11.3.2 Long-term evolution We extend the previous example and compute n =
80 time steps in order to observe a quasi-stationary limit.

0.0005 — T T T
“solution_cor

0.00045 -

“solution_com
0.0004 - -

10*n

0.00035 (- .

0.0003 - —

0.00025 |- - E

0.0002 L L L

10t m

Figure 25: Membrane deformation at the time steps n = 1, 10, 20, 30, 40, 50, 60, 70, 80
using the initial force f° = —0.001.

We observe an oscillating behavior (physically absolutely plausible!) before the
membrane reaches its final state. The absolute minimum is 2.5 * 107%m. Similar
behavior can be seen for the pressure distribution.
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Figure 26: Pressure distribution at time steps n = 1, 10, 20, 30, 40, 50, 60, 70, 80.



5.3.11.3.3 L? error estimates in 1D We complement the computational results by
some basics from numerical analysis: order of convergence of the numerical solution
with respect to a manufactured solution. In order to relax a bit, let us do this in 1d
and as simple as possible.

Algorithm 5.42. Let the following problem be given:
—Z'=f inQ
z=0 onT ={0,1}

i) Provide z for which the boundary conditions are fulfilled For example z(x) =
xz(x — 1) on the left hand side.

ii) Determine f(x) = —2". Here, f(z) = —1.
iii) Compute up,.

iv) Compare u and uy, in appropriate norms ( for example energy norm and/or L?
norm,).

Example 5.43. Take

L pth)

= —0.001 inQ=(0,1),
na

with z(0) = 2(1) = 5% 10~%. The corresponding manufactured solution reads
2(x) =5% 107422 —z +1).
We know from our numerical methods for PDEs class:
lu = unllo = O(?).
Here, we obtain

Cells \ DOFs \ L2-error

2 3 3.282 % 1077
4 5 5.702 % 1076
8 9 1.426 % 106
16 17 3.566 % 107
32 33 8.915 %1078
64 65 2.229 x 10~
128 129 5.572 %1077
256 | 257 1.393 %« 1079

Here, we clearly see O(h?) convergence.
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5.3.12 ALE-FSI techniques using Nitsche’s method for moving boundary
problems in precipitation-dissolution processes (reactive flow)

In this section, we discuss a second example involving Reynolds’ lubrication approxi-
mation. Indeed, the setting is quite similar to the previous section:

e a thin channel with boundary movement.
The differences are:

e the boundary movement is now given by chemical reactions (that cause time-
dependent displacements) rather than a volume force; consequently, we are deal-
ing with a moving boundary problem (rather than a classical FSI problem) that
will be solved with FSI-techniques.

e We formulate a monolithic solution algorithm in which the boundary movement
is taken into account by Nitsche’s trick.

e Regarding the results, we numerically compute Navier-Stokes in 2D and compare
this solution (i.e., its characteristic behavior) to a manufactured upscaled lubri-
cation solution in 1D. The question is: Can we represent the flow by a (cheaper)
lower-dimensional equation?

Remark 5.44. In fact, this example shows how useful it is to learn FSI-techniques.
We solve another physical problem but we can adopt our experiences from FSI modeling.
o

With regard to the physical model, the chemical reactions represent precipitation-
dissolution reactions taking place at the boundaries of the channel resulting in bound-
ary movements act as a precursor to the clogging process. The resulting problem is
a coupled flow-reactive transport process in a time-dependent geometry that is solved
with the ALE, approach (for related studies for flow interacting with surfactants, we
refer for example to [100, 101]).

The geometry description in which the flow and transport processes take place is
given by:

Q1) = {@y eR? 0w, —(e—dx,t) <y < (e —dx,1))},
I'(t) {(,y) eR?[0<w <1, ye{-(c—dx1)),(c—dxt)}},
Li(t) = {(z,9) €R? |2 =0, (e —d(0,1)) <y < (¢ — d(0,1))},
Lo(t) = {(zy) eR?Jz=1, —(e —d(1,t)) <y < (e —d(L,1))}.

Due to the reactions at the boundaries, 2 and the boundaries I'’s are time-dependent.
The flow and transport of the solutes (the ions) are described by the following system
of equations. The transport equation and reaction laws read [153]:

Oic—V-(DVec—ve) = 0, in Q) x (0,7),
psOrd = flc,psd)y/1+ (0:d)?, on T(t) x(0,T), (58)
f(c, psd) = 7r(c) —w, on I'(t) x (0,7).
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Here, the unknowns are: c¢(z,y,t), concentration of the charged ions, d(x,t) free and
moving boundary resulting due to reactions, and v(x,y,t) the flow field. The known
physical parameters are: D > 0, diffusion constant, ps, the density of ions in the
precipitate. (58); describes the transport of solutes due to convection and molecular
diffusion processes, whereas (58)2 describes the movement of the boundary due to
reaction term f. According to (58)s, the reaction rate f is imposed by the following
structure:

f(C’ psd) = T(C) - w, (59)

where 7(-) describes the precipitation part whereas w models the dissolution process.
Additionally, we assume that 7(-) : R — [0,00), is monotone and locally Lipschitz
continuous in R. The usual mass-action kinetics laws governing the precipitation
process satisfy this assumption. For the dissolution process, the rate law is given as

{0}, if d<0,
w € H(d), where H(d)=< [0,1], if d=0, (60)
{1}, if d>0.

Remark 5.45. The flow equations are given by the incompressible, isothermal Navier-
Stokes equations. ©

The flow and transport equations are complemented by the initial and boundary
conditions. The initial conditions read:

c(z,y,0) = co, d(x,0) = d,. (61)

The boundary conditions read:

c = ¢, p(0,y,t) = 1, on Ty(t) x (0,7),

dzc = 0, p(Ly,t) = 0, on  Io(t) x (0,7),

v = 0, v-(=DVe)y/1+(0;d)? = 0d(ps—c) on T(t)x(0,T).
(62)

As stated above, at the inlet and outlet, we prescribe the pressures and further impose
that the flow takes place normal to the boundaries.

5.3.12.1 Towards clogging: a 1D averaged lubrication model for fluid flow Simi-
larly to Section 5.3.11, an upscaled model is obtained by integrating the Navier-Stokes
equations in the z-direction. We consider a sequence of problems depending upon
the thickness of strip € and using formal asymptotic expansions, the unknowns are
assumed to be of the form

25 = 29 + ez + O(e?),
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with 2° denoting any of ¢, d®,v®. Following the procedure in [188], the following
upscaled equations are derived

1-do)?
8m’l)o = O, Vo — ( 30 ) amp() = 0,
Oy ((1 — do)Co) + 8t(psd0) = 0, (D(l - do)axCQ) — 335(1}0(30), (63)
dedo — f(uo, psdo) = 0.

As our interest is in the case of closing of the channel, the above system of equations
degenerates as dy — 1.

Remark 5.46. For more information, we would like to refer the reader to [156, 157],
where all details are given. The discretization is realized with the multiphysics template
[256] based on the finite element software deal IT [13]. ©
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Figure 27: Initial (and also the reference) mesh and the deformed mesh at end time
step T' = 14. Local mesh refinement with hanging nodes is used in the
middle of the channel.

When the channel starts getting narrower, the flow profile alters because of changing
geometry. However, as the channel starts getting clogged (as observed in Figure 27),
the flow is expected to decrease and eventually, the channel should be closed. For the
upscaled model, following calculations show that the flow becomes zero as the channel
closes. Using (63);

(1 —do)?

O ( 30

1—dy)?
0:Pp) =0, leading to (?)uo)axpo =C,

and hence,

1
C
Pole,£) = / 10— dEnp™
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where C' is obtained by using the boundary conditions for Fp,

) —1
vo(t) = C(t) = {/0 Ml(&w,dg} . (64)

Now considering (64), formally, one sees that the integral is dominated by the regions
where 1 — dp is small and the flow vg(t) decreases as (1 — dy)®. Hence, wherever
locally dy — 1, we get that the flow in the channel tends to zero, allowing us to
conclude that in the limit (clogging), the flow becomes zero. Since the 2D model is
quite complicated, an analytical treatment is rather difficult. We resort to numerical
computations to study this process in Section 5.3.12.5.

5.3.12.2 A variational-monolithic formulation By summarizing the previous sub-
problems into one common setting, we derive the framework for the coupled three-field
system:

Problem 5.47 (Variational ALE fluid reaction-diffusion moving-boundary problem).
Find {0,p,¢,0} € {0 +V;} x L x {eP +V.} x V. such that for almost times t:

The boundary conditions for the last equation are described in detail in Section
5.3.12.3. Let us note that the above formulation though presented here for the partic-
ular description of reaction rates, can be easily adapted to more general or different
reaction rates. Even though we have not assumed any reactions taking place in the
fluid domain, it is of no particular difficulty to adapt the model to include such rates.
Similarly, for the system of reactions, analogous models can be provided. For closely
related models of this type, we refer to [174, 189, 246].

Remark 5.48 (Possible extension to classical FSI). By introducing the full displace-
ment variable in the whole domain rather than just a boundary movement offers the
possibility to easily extend the problem to full elasticity. Such a setting might be solving
a fluid reaction-diffusion problem in a thin strip in some pay-zone with surrounding
elasticity which is the elastic part of a porous medium. This will be explored and dis-
cussed elsewhere. However, a satisfactory understanding of the reaction on the elastic
properties is still an open question in the community [64], although some suggestions
exist [149]. ©
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5.3.12.3 Nitsche’s idea for boundary conditions and wall movement We comment
below how we prescribe the boundary movement on I'topbottom. Recall, that the
‘structure’ part is one dimension lower and we need a technique which allows us to
describe the variable explicitly. Here, we make use of Nitsche’s method [182] and give
the normal displacements wu, weakly to the problem. Starting from the continuous
level, we recall:

PsVy = psatuu = T(C) - H(u) on 1_‘top,bottom-

This is discretized by a backward difference quotient for the (uniform) time step size
k= kn ="t —
k

UZ — ugfl = p—[r(cn) — H(Unil)] on Ftop,bottonl~
S

The new displacement for time index n is then obtained by

k ~
ull = uﬁ’l + p—[r(c”) — H(u”fl)] on I'top bottom- (65)

In Problem 5.47, the boundary movement is then given (without ’'hats’) in weak form:

(Vi, Vi) + %N /A awp* ds — [ Vi - " ds — / Vit - i ds,
Ttop,bottom

Ttop,bottom Ttop,bottom

where h describes as usually the cell diameter and apy Nitsche’s parameter. The last
two integrals are required for the consistency of the method [122, 182]. In fact, this
is a very elegant way to obtain a monolithically-coupled problem. For the moving
boundary, we use the information from the previous time step which brings explicit
flavor into the formulation.
With that, the above semi-linear form (122) is complemented by Nitsche’s terms:
~ ~ ~ ~ A ~ anN ,. -
An(@)(F) = A0) @) + 2 o, )

~

— (Vi - ™)

Ftup,bottom

e (66)
— (V" - i)

I'top,bottom T'top,bottom

5.3.12.4 Numerical convergence tests of line-integrated concentration We fix z =
0.25 and consider the line-integrated concentration ¢, = c¢(z = 0.25,y,t), with d, =
d(z = 0.25,)

da (t)
C(t) = / ¢z (y,t)dy on the mesh levels 2,3,4,5,
—da(t)

and note that ¢, is a function of time only. We then study the evolution of ¢, for the
spatial mesh hierarchy. Here, we measure the error

J(Ch - Cemact) - J(Ch) - J(Cemact) =Cy — Eexacta
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where Cezqct 1S computed on the finest mesh level by

da (1)
Cezact(t) = / ( )cx(y,t)dy on mesh level 5.
—da(t

0.001

0.001

0.0001 0.0001

1(©) - J(Cexact)l

() - J(Cexactl

L L 1e-05 L L
10 100 1000 10000 10 100 1000 10000

DoF DoF

1e-05

Figure 28: Example 1: test b), quantitative convergence tests of the line-integrated
concentration at x = 0.25 using global refinement on three different mesh
levels. The fourth mesh level is used as ’exact’ solution. Displayed are
ps =5 (left) and ps, = 100 (right). Taken from [157].

5.3.12.5 Comparing 2D numerical solution with 1D manufactured model We con-
duct numerical tests using the full 2D model and study the pressure and flow profiles.

Figure 29: Results of the 2D numerical simulation: Concentration at the first time
step and the end time step T" = 14. At the initial time, the concentration is
¢ =1 in the whole channel. Starting the simulation, ¢ = 0 is applied at the
inlet boundary (blue) and the source term f increases the concentration in
the middle (red).

These 2D tests are based on the second numerical example presented in [157]. Specif-
ically, we have a right-hand side force function (representing an analytical expression

for a point source)

flw,y) = aexp(=b(z — zm)* — c(y — ym)?),
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where ¢ = 1000,b = ¢ = 100 and z,, = 0.5,y,, = 0.05, representing a source with
maximum strength at (2,,,ym,) and having an exponential decay and causing the
precipitation in the middle of the thin channel Q := [0,1] x [0,0.1]. All material
parameters and geometry information are described in the previously mentioned article
[157]. In contrast, the flow is now driven by pressure difference such that we have
p = 1 on the inflow (left boundary) and p = 0 at the right (outflow) boundary. The
initial concentration is ¢ = 1 for all x € 2. In addition, we prescribe ¢ = 0 at the left
boundary. The goal of our present study is now different from [157]. We are specifically
interested in the pressure behavior along the x-axis and the validity of approximating
the behavior through the lower-dimensional lubrication equation (63);.
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Figure 30: Results of the 2D numerical simulation: Profiles at final time T' = 14 for
the pressure, its gradient, and the key observation quantity d,pw? shown
in the first three figures. Each of the quantities of interest is computed
on a sequence of three locally refined meshes to have numerical evidence
of convergence. In the final figure, the velocity component in normal flow
direction integrated over the cross section is shown on the finest mesh for
the inlet and the middle (narrow part of the channel).

Figure 30 shows the pressure and the pressure gradient at 7' = 14 when the channel
has closed by ~ 92 percent. Furthermore, the two bottom figures show w?d,p (w is
the width of flow domain) and the v, velocity with respect to time. The choice of this
scaling w? is motivated by considering (63) 1; since the total flow follows the cubic
law, the average flow obeys a square law. For the 2D model, achieving the limit is not
possible since the mesh will degenerate as the channel is closed. (This drawback in the
numerics is investigated in terms of a standard fluid-structure interaction framework in
[93-95]). However, the amount of channel constriction is pretty close to the process of
clogging. The profile shows that the pressure gradients are blowing up as the channel
gets smaller. However, when this is weighted with 2(s — d)?, that is with square of
the opening width of the channel, the resulting quantity goes to zero. This quantity is
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proportional to the flow and showing similar behavior as displayed in Figure 30. This
suggests that the flow strength vanishes as the channel progressively gets clogged.
This is consistent with the case of upscaled model. Figure 29 displays the plot of
concentration for two different times.

5.4 FSI techniques on microscopic and macroscopic levels: the
Biot system and fluid-filled fracture propagation - towards
multiscale problems

When you read the title (Biot plus fracture) of this section, you do not immediately
think on fluid-structure interaction. And you are right! We go again away from the
very classical point of view. Looking more closely, we however identify parts in which
FSI knowledge helps us enormously.

Let us pose some homework rather than explaining everything in detai

One of the key topics are fractures such as in mechanical engineering, subsurface
modeling, energy recovery (by far not only oil but more important also heat exchangers
in the earth mantle) and also hemodynamics.

Imagine now you are given the task to model fluid-filled fracture propagation in
poroelasticity as sketched in Figure 31.

118,

(D

Figure 31: A crack C embedded in a porous medium. Here, the dimensions of the crack
are assumed to be much larger than the pore scale size (black dots) of the
porous medium.

What do we need?

e A model for poroelasticity (solid-fluid coupling);
e A model for fracture propagation;

e A model for fluid flow in the fracture.

Possibly (and very likely), we need:

181n a future version of these notes, we will complement this section with appropriate answers.
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Knowledge on techniques for moving domains, boundaries and interfaces (the
fracture is moving!);

Coupling of different equations from multiphysics via volume terms and interface
laws;

Transformations between different coordinate systems;
Developing algorithmic schemes in which order we couple and solve the equations;

Developing of nonlinear and linear solvers.

Remark 5.49. If we would go into detail (in a future version of these notes, we will
do this), then we also need to know how to model and discretize variational inequalities

[151,

152, 234]. o

85



5.5 A larger perspective: Connecting ALE schemes and
r-adaptivity (moving mesh methods)

It is interesting to notice that ALE-schemes can be connected to a larger class of
mesh-adaption procedures that are known as r-adaptivity methods (a nice overview is
provided in [48]). In particular, they are used to improve the finite element discretiza-
tion accuracy, which is known as r-adaptivity (beyond usual h and p adaptivity). This
is slightly different from moving boundary problems, since here, as in fluid-structure
interaction, you must move the mesh according to the interface. Whereas in other
applications it is a powerful method that complements other techniques to improve
the accuracy of the solution.

In extension to our explanations in Section 5.2, moving mesh methods can be de-
composed into two different sub-classes:

e Location-based methods: the new mesh points are directly obtained from the
solution of the auxiliary PDE. Typically, such methods cluster mesh points (see
Figure 34).

e Velocity-based methods: the auxiliary PDE computes a mesh-velocity that is
then integrated in order to obtain new mesh points. It is clear that such methods
are prone to mesh tangling since we work in a Lagrangian-based setting for
solving fluid flows and consequently, if we transport the mesh in a setting with
high fluid vorticity, mesh faces might intersect. (see, e.g., Figure 12).

Remark 5.50 (Mesh moving in non-convex domains). In fluid-structure interaction,
there is the inherent problem that the moving mesh equations must be solved in non-
conver domains, which might lead to additional complications due to re-entrant cor-
ners. For a brief discussion, we refer to [73]. However, we observed in several nu-
merical tests [250] that biharmonic mesh motion offers interesting features, and very
smooth meshes in non-convex domains. We recall that the second equation is related
to the bending moment (in solid mechanics) or the vorticity in fluid dynamics. ©

Since the ALE method can be identified as a moving mesh method, the following
theorem from measure theory builds the ground of mesh moving and equidistribution:

Theorem 5.51 (Radon-Nikodym). LetAft be an invertible mapping that maps A C Q
to A(A) C Q. The Borel measure is v(A(A)) = |A|, where | - | denotes the Lebuesgue

measure. If v is a well-defined Borel measure on €1, then there exists a non-negative
function o : Q — R such that

v(A(4)) = /A M@

for any ~,Zl(A) C Q. Additionally, M is unique up to a Lebuesque measure zero.

This theorem ensures that for any invertible mapping A, we can find a unique

function M such that
/ dx = M (z) dx.
A A(A)
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The function M is usually called a monitor function that should be large when mesh
points are required to be clustered or mesh tangling is likely to occur.

Example 5.52. The simplest and oldest example is Winslow’s method [259]. Another
example is given by setting

as done by employing Jacobi-based stiffening. We refer to Figure 34 for visualization.

Remark 5.53 (Vector-valued monitor functions). We notice that the concept of the
monitor function is straightforward to apply to matriz-valued monitor functions [48].
o

Remark 5.54 (Viewpoint of energy minimization). The mesh motion equations can
be interpreted as the Fuler-Lagrange equations of a corresponding energy functional.
With this step, mesh moving strategies can be embedded into calculus of variations. As
simplest example, we may write harmonic mesh motion as

min I1(z),
with
I(g“c):/Aaﬁa\gd:%.
Q
(o

Remark 5.55 (Extension to time-dependent mesh motion equations). One might
think that a time-dependent mesh motion model would produce more reliable results
since fluid-structure interaction is itself time-dependent. Carrying out several numer-
ical tests by using a heat-type equation,

Ot — V- (aVa) =0, inQy,

or
8tﬁ—V~8mesh:O, mn Qf,

we never could produce better results than with a pure stationary method as described
in the previous sections. ¢
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5.6 Fully Eulerian FSI

5.6.1 Explanation of the approach
The characteristic features of this approach are [69, 71, 207]:

e Formulating both fluid and solid equations in Eulerian coordinates using variational-
monolithic coupling resulting in a single semi-linear form;

e Using a single mesh for both equations;

e Accessing the current shape of the solid by an initial point set (IPS) function
[69] that maps to the initial domain;

e Implicit usage of a level-set advection function that is automatically included in
the solid equation as second equation of a first-order-in-time mixed formulation;

The necessity for this approach (or any other fixed-mesh interface-capturing ap-
proach) are explained by the following Figure 32.
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Figure 32: Rotational flow around an unmounted obstacle at different time steps. Top
row: moving mesh interface-tracking (ALE) computation without remesh-
ing. Bottom row: fixed-mesh interface-capturing (fully Eulerian) approach
(taken from [209]).

Let us briefly recapitulate the necessary ingredients to transform variables, vectors,
and tensors from Eulerian to Lagrangian systems and vice versa.

First, we define the inverse transformation required for the fully Eulerian framework,
which is, however, only required in the structure domain :

Az, 1) : Qg x T — Q,  with A(z,t) = 2 — u,(a, t). (67)
Simple calculation yields [69]:
A(A(2,t),t) = &. (68)
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Spatial differentiation of (68) brings us

(I —Vu,) (I + Vi) =1, (69)
N———
=F,

where I and I denote the identity matrices. The following relations between the ALE
deformation gradient and its Eulerian counterpart can be inferred from the previous
calculations:
Fy=(I+ Vi) = (I —Vug) " = F 1, (70)
Js = det(F,) = det(F, 1) = J; 1. (71)

Summarizing, we obtain the deformation gradient and its determinant in Eulerian
coordinates:

Fy= (I —Vus), Js:=det(Fs). (72)
Remark 5.56. In the same way, we define Fy and Jy in the fluid part. o

Remark 5.57. In the following, we use the short hand notation F' and J because it
is clear from the context whether we work with Fs and J; or Fy and Jy, respectively.
o

With the help of these relations, we recapitulate the Green-Lagrange tensors in both
coordinate systems:

1
E:=_(FTF1_1),
2
With the previously definitions, we recall the constitutive stress tensors in the respec-
tive frameworks:

~ 1 ~pm~
E = 5(FTF —1). (73)

of:=o0yr(vs,pr) = —prl +2prvs(Voy + Vv?), (74)
Gy =005, 05) = —ppl +2ppp(Vor P~ + F-TVoY), (75)
with the velocity vy, the pressure py, the density py, and the (kinematic) viscosity
vy and their respective ‘hat’ coordinates for the definition in the ALE framework.

For elastic structures, we use the laws based on the Saint Venant-Kirchhoff (STVK)
material:

05 1= 0s(us) = JE Y\, (trEVI + 2u,E)F~ T, (76)
Gy i=04(ts) = J T F(N\(trE)] + 2u,E)FT, (77)

in which the material is characterized by the Lamé coefficients \s and pu.

It remains to recall the concept of time-derivatives in both frameworks. As before,
let © = x(&,t), where & denotes the initial position of the point z. The velocity v is
defined as the total time derivative of the point’s position:

v(x,t) = dix(, t). (78)
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In Lagrangian coordinates, the total time derivative of a function 4(%,t) := u(x(z,t),t)
is determined by

dyt(z,t) = 0pi(2,t) + Va(z, t)deZ = dpa(Z, ), (79)
or short
dyi = 9,4, (80)

because d;z = 0 in the Lagrangian system. In contrast, the total time derivative of a
function u(z,t) in the Eulerian framework reads:

dyu(z,t) = Ou(x, t) + Vu(z, t)dx
= Owu(z,t) + Vu(z, t)v(x,t) (81)
= Owu(z,t) +v(z,t) - Vu(z,t).

Or short:
diw = 0w+ v - Vu. (82)

The convection term v-Vu denotes the key difference between time derivatives in both
frameworks and plays an important role when formulating the governing elasticity
equations in Eulerian coordinates.

5.6.2 Comparing variational-monolithic ALE and fully Eulerian FSI

There are striking similarities between our concepts for ALE, and fully Eulerian FSI
using variational-monolithic coupling:

o ALE: A(2,t): Qy x I — Qy;
e Fully Eulerian: A(z,t): Qg x I — Q.

Both mappings are exactly the opposite operations (see also Figure 33 as further
illustration) and therefore, all principal quantities such as the deformation gradient
can be transformed into the other approach. To show these relationships between
both frameworks and related computations was the purpose of [207].

5.6.3 IPS - initial point set

Finally, we introduce the initial point set (IPS) [69] for the fully Eulerian framework.
This equation is defined on the continuous level (like a level-set function) and is used
(after discretization) to map each structure point to its initial position:

Problem 5.58. Find u such that
Ou—w~+ (w- V)u =0, (83)
The initial and boundary conditions are given by

u(z,0) =0, z€Qg,
u(z,t) =0, x€dg,tel.
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Qs(¢)

Figure 33: Transformation in ALE¢, and fully Eulerian frameworks in order to move
the fluid on Qy or to detect the solid in Q,. To recall: in ALEg, all

computations are performed in Q. In contrast using the fully Eulerian
framework all equations are computed in (2.

Then, the value of u is transported with the velocity w to its initial position at time
zero.

Remark 5.59. The IPS-function is (like level-set) a Hamilton-Jacobi-type equation
that requires special techniques for its theory [76] and often for its computation [181,
191, 219]. In fact, it is a pure advection equation that always requires stabilization
techniques.

Remark 5.60 (Difference of the IPS-function and a level-set-function). Using the
IPS-function, the position of the interface is determined by structural mechanics. In
contrast, a level-set-function is given by the local fluid velocity normal to the interface.
In addition, the IPS-function is already included in the physical model by splitting
the second-order-in-time wave equation into a mized system [12]. Here, the second
equation represents the IPS-function. Finally, the IPS-function preserves corners and
edges as demonstrated in [70]. ©

5.6.4 Practical aspects of solid localization

In order to detect the solid in each time step, we use the very definition of A:=z —u
and define and indicator function that localizes the solid in Q, (according to the IPS-
function). To this end, we define characteristic functions in 2y and Q, by

0, x—ueﬁf, 4 ) (84)
Xs = A = an Xf=1=Xs-
1, z—ueQ,UlYy, !

How does this operation work? Well, in each point (cell corner or quadrature point),
ie., z € Qg, we subtract the displacement u. If the result  — u belongs to the solid
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configuration in the initial setting Q, = €,(0), then x, = 1 (otherwise x, = 0). How-
ever, if you notice carefully, in a fully implicit way, the displacement is an unknown
solution variable itself. Here, we do (for simplification) the following: The character-
istic function x s for the evaluation of the new domain depends on the solution u™ of
previous time step (and not on the present unknown solution u := u™*1). This cir-
cumvents the evaluation of the directional derivatives of X, but, on the other hand,
it introduces an explicit flavor such that the time steps have to be chosen sufficiently
small. Consequently, the interface deforms moderately during two time steps u™ and
uw:=u"t!. Then,
Xf(@) = Xf(x —u) = Xp(x —u"),

should be a good approximation. To ensure that the two domains Q™! and Q" are
sufficiently close such that the previous assumptions may be taken, the time steps k
are chosen adaptively and they are used to control to nonlinear solution process. With
this explicit usage, an additional nonlinearity at the interface is prevented because the
evaluation of the derivatives of the characteristic functions is circumvented:

X (0u; ) = X' (du; 2 — u™) = X (du; ) = 0.

5.6.5 Variational-monolithic fully Eulerian FSI - the complete system
As for fluid flows, let v2 and u? be suitable extensions of Dirichlet inflow data. Then:

Problem 5.61 (Structure models in Eulerian coordinates). Find
{vs,us,ps} € Lg x {ul + VO x LY, such that v,(0) = 00 and us(0) = u® are satisfied,
and for almost all time steps t € I holds:

(psjatvwwv)ﬂs + (sz( Vs )U57 v

+(Usa VW))QS - <Usn37 wv>FiUFN (szfsa 1/)1)
ps(Opus + (vs - V)us vs,w"

YY),

Yo, =0 Vo e VO,
Jo. =0 W' e Ly,
Jo. =0 WP € L2,

where ps denotes the structure demsity, ns the outer normal vector on I'; and Ty,
respectively. The Cauchy stress tensors for the material models are given by

oNH .— _p T4+ p(F1F~T - 1),
oSTVE = JF=Y O\ (trE)I + 2u,E)F~ 7,

S

(85)

with the Lamé coefficients As and pg. Faternal volume forces are described by the
term fs. Using the STVK material, the third equation becomes redundant and the
compressibility is related to the Poisson ratio vs (vs < %)

Formulating a fully coupled system in Eulerian coordinates results in the innocent
problem:
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Problem 5.62 (Variational-monolithic FSI in Eulerian coordinates - the mathematical
version). Find

{vr,ve,us,pppst € {vF + VP x Ly x {ul + V) x LG x LY, such that vs(0) = v},
v5(0) = 09, us(0) = u? are satisfied, and for almost all time steps t € I holds:

s7 S

(XrprOg, %) + (Xpps(vs - V)vg, ¥%)
+(xros, VU}) = (9,9%) = (xppsfr0}) =0 Yoy e VP,

(ijpsatU87 "Z):) + (Xsts(Us : V)’Us, ¢:)
+(X50'5,V’¢g) - (Xstsfmw:) =0 Wy € Vsov

Solid momentum, 2nd eq.; IPS{ XsPs(Opus + (Vs - V)us —vs,by) =0 Vo € L,

Fluid momentum {

Solid momentum, 1st eq. {

Fluid mass consem)ation{ (xsdivoy, ¢§) =0 V?/)? €Ly,

Solid mass conservation{ (XsPs;¥P)a, =0 WyYPe LS-

A crucial point in computing fully nonstationary processes is the decoupling of the
fluid vy and the structure velocity vs. Using the previous formulation, the fluid velocity
disturbs in computations over long time intervals and this leads to oscillations at the
interface. To prevent this, analogously to Dunne [69], an additional velocity variable
is introduced, satisfying'®

w=wvs in QyUTY,
Aw =0 in Qf.

As second step, we extend u, and ws to the fluid domain for computational reasons2’

Then a possible computational stable framework is given by [255]:

Problem 5.63 (Variational-monolithic FSI in Eulerian coordinates - a computational
version). Find

{vp v, wp ws up,ug,prpsy € (P + VP x Ly x {wP + VP x L x {uf + V?} x
{ul + VO x L(} x LY, such that v¢(0) = 09, ws(0) = w?, us(0) = u?c, v5(0) = 09,

19This might be overcome by techniques currently investigated in [91].
20This second step is of course not mandatory!
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ws(0) = w?, us(0) = u® are satisfied, and for almost all time steps t € I holds:

S

(XfprOvs, ¥7) + (Xpps(vs - V)vg, ¥F)
+(xpop, VUF) = (9:0%) — (xpos [ 00F) =0 Yo} € VP,
(Xs I psOpvs, ¥5) + (Xs I ps(vs - V)vs, 1Y)
+(Xs0s, V) — (XsTpsfss ) =0 Vol € V2,
Xf (o Vwy, VYY) =0 Vv € VP,
Xs(vs —ws, ¥) =0 VY € L,
XrPf(Oup + (wp - V)uy —wp,by) =0 Vo € Ly,
XsPs(Orus + (ws - V)us —ws, ) =0 Vi € Ly,
(xgdivvg, ) =0 Vi € Ly,
(xsPs,¥P)a, =0 VP € L0

with a monitor parameter ouw,.

For fully nonstationary simulations, it is important to consider the following three
convection terms which make their corresponding equations from pure hyperbolic type:

JpsOpvs + Jps(vs - V)vs  (1st structure equation),
Owuy + (wy - V)uy (3rd fluid equation), (86)
Opus + (ws - V)us  (3rd structure equation).

These equations require stabilization for their numerical treatment.

Remark 5.64 (Mass/Volume conservation). We shall give a brief account to mass con-
servation because this is a well-known difficulty and often asked when using interface-
capturing techniques. This is strongly-related to the signed distance function property,
which needs to remain valid for long-time computations. For numerical validations,
we refer the reader to [204, 255]. ©

Remark 5.65 (Signed distance function property). Even though reinitialization is not
necessary in this framework, it is often being asked. In fact, although the interface-
capturing-function is initialized as a signed distance function, it is not for sure it
remains so. However, it many situations it is preferable to have a signed distance
function throughout the numerical simulation. The reasons are that velocity exten-
sion methods can be employed successfully, a possibly given thickness of the interface
remains valid, and finally, that the level-set function behaves well near the interface
[219]. To ensure the signed-distance property, the interface-capturing-function needs
to be reinitialized. For various methods and explication, we refer the reader to the
level-set literature. For explicit usage of reinitialization in terms of fully Fulerian
fluid-structure interaction, we refer to [127]. ©
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5.6.6 Summary of features

e The two major drawbacks are cut-cells (interface is not aligned to mesh faces)
and convective behavior.

e Detailed comparisons and code-validation with two different software packages
(each contains ALE and fully Eulerian codes) have been performed [69, 93, 94,
204, 207, 255|. Further important studies confirming correct modeling are [161,
299).

e On the other hand, we achieve large structural deformations as displayed in
Figure 32.

Figure 34: CSM 4 test in fully Eulerian (at left) and ALE coordinates (at right) with
biharmonic mesh motion model without any remeshing. The results are
taken from [255].

Using an unfitted finite element method and convection-stabilization [255], we obtain
similar results to ALE method for the most difficult FSI2-benchmark problem (so, the
method is able reproduce benchmark results!). However, for stability and robustness
reasons, a locally modified FEM method has been proposed recently [91] that keeps the
connectivity of the system matrix and reproduces full convergence order in the energy
norm (see also XFEM/GFEM |[9]). Furthermore, the improvement of time integration
is currently in development [92].
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Figure 35: [255]: Comparison of the transient oscillation of the fully Eulerian and the
ALE approach for the FSI 2 benchmark.
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Figure 36: [255]: Dynamics of the FSI 2 benchmark: z-velocity profile to different time
steps t = 7.22,7.32,7.42.

Remark 5.66 (References). Although being a young and recent method, interesting
studies using a fully-Eulerian approach have been obtained in [59, 69, 70, 93-95, 127,
161, 204, 207, 222-224, 255, 267]. ©

5.7 Coupling of ALE and Eulerian FSI

Let us finally make a brief excursion to a coupled moving mesh /fixed-mesh method:
e Coupling ALE coordinates with the fully Eulerian framework.

To organize a fully monolithically-coupled formulation, the computational domain 0
is split into an ALE subdomain and an Fulerian subdomain, i.e., 2 = Q4 U Qg.

We propose the following EALE framework [253, 254] for computing fully nonsta-
tionary processes:

Problem 5.67 (Variational fluid-structure interaction in EALE coordinates with an
additional velocity). Find the following variables:

o Velocities {v¢, 0, vs,0s} € {UJ’? + VP, } x {@? + V%} x {vP + V2, } x Ly with
vr(0) = v?,@f(O) = @(J)c,fus(()) =Y and 94(0) = 07,

o Additional velocities {wys,ws} € {wJ’? + V0u} X {wP + V2, } with wg(0) = w$
and ws(0) = w?,

o Displacements {uy, Us, us, Us} € {u?—FVfO’u} X {ﬁ?—!—‘}'f%} x{ul + V2, x{al +
I/'S%} with us(0) = u(])c,ﬂf(O) = ﬁ(},us(O) =u? and 0,(0) = 12,

o Pressures {py,ps} € LS’c X f/?c,

96



such that for t € I and o, > 0 holds:

(XrpsrOvs, ¥f) + (Xspyr(vy - Vv, 1y)

+(xros VY§) = (xrgsns, ) — (xrprfr,¥F)

=0 Yyj eV,

(s T proniog, 0) + Xs(ppJ(F " (05 — 0hA) - V)ig), 1))
+(Rs G FT NV0Y) = (Xpgrivg, 0F) — (Xpbsd fr,105)
=0 W} eV,

(XSJpsatvs,'lp:) + (XSJpS(US ) V)'Us, 1/}:)

+(xs0s, Vb3 ) — (xsTpsfs,s)

=0 Wyl eV,

(Xsﬁsat{)s; 1/;:) + (ijasﬁ7T7 612}:) - ()A(stsfsv 12}:)
=0 Vi eVl,

Xfpr(Ovuy + (wy - Vug —wp, ) =0 Vyi € V7,

(f(fameshy 6”@2}?) =0 VQZ)IfL S Vf()

v, 40

XSPS(atus + (ws : V)us - wsﬂf’g) =0 Vd)? S V507

Raps(Ortts — s, ) =0 Vb € L,

Xf(owVwy, Vo§) =0 Vo € V7,

XS(']_)S—wS’/L/]}U):O wa ELS’

(xsdivoy, %) =0 v, € LY,

(Rpdiv(JE o), 4%) =0 vl e L,

Let us understand the meaning of all the twelve equations in Problem 5.67, which
is divided into seven parts. In part I, Equation (89) and (92) are the Navier-Stokes
equations described in Eulerian coordinates and in the ALE framework. Then, in
part IT and IV, the first order solid system is used. Consequently, the first equations
(Eulerian and secondly in Lagrangian coordinates) are given here in part II. We notice
in the Eulerian structure that we deal with an additional (nonstandard) convection
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term in Equation (96) due to the transformation from the Lagrangian system. In
the third part, we find transformations related to the fluid problems. Here, the first
Equation (100) comes from the IPS whereas the second Equation (101) is the well-
known moving-mesh PDE for ALE problems. Next, in part IV, the second equations
of the elasticity system are given (therefore, related to part II). The next two parts V
and VI, Equation (106) and (109), define the additional velocity variable w, which is
only required in the Eulerian domain. Finally, the incompressibility condition of the
fluid is expressed in part VII. R R
In Problem 5.67, the characteristic functions in € 4 and €, 4 are defined as

A
=~ and x5 :=1—Xxy. (115)
A

Specifically, the cells that belong to the ALE domain are simply marked in the fixed
reference configuration because it is clear where the fluid and the structure are located
thanks to the interface-tracking character of ALE. However, in the Eulerian domain it
is a bit more complicated to identify the structure. Here, the characteristic functions
in Qf and (), are defined as

1, x—ueﬁf’E,
Xf =

~ ~ and x5 =1-—xs. (116)
0, {E—UEQS’EUFZ"E, ° !

Details are provided elsewhere [255].

Remark 5.68 (Coupling conditions for coupling ALE with Eulerian). The coupling
conditions to couple the ALE framework with the fully Eulerian framework on the
EALE-interface are given by

”LALf,AZUﬁE:O, (117)
Ontlif 4 = Opuyp =0, (118)
OjANfA=0fEN]E- (119)

A deeper discussion is provided in [251]. ©
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6 Discretization and Solution of Nonlinear Problems
in the ALE;, framework
In this part, we focus on

e Time discretization based on finite differences: first-order backward Euler, sec-
ond order Crank-Nicolson, second-order shifted Crank-Nicolson, second-order
Fractional-Step-0;

e Spatial discretization based on inf-sup stable Galerkin finite elements;
e Newton’s method with simple line search backtracking;
e Solution of the linear equations;

e To discuss a ‘simple’ problem showing that our approach is easy to realize with
pre-understanding of a class such as numerical methods for partial differential
equations;

e Pointing to some code pieces that have been used for numerical simulations
presented in these notes.

We concentrate on descriptions for the ALE, setting. The other formulations can be
formulated in similar ways; however we notice that fully Eulerian time discretization is
a bit tricky since the interface moves between two time steps and test functions might
correspond to the other continuum. Details are outlined in [92, 209].

6.1 Time

In the domain € and the time interval I = [0,T], we consider the fluid-structure
interaction Problem 5.19 with harmonic or linear-elastic mesh motion in an abstract
setting (the biharmonic problem is straightforward): Find U = {0, 0s, @y, Us, Ps, Ps } €
X}, where X7, := {07 + Vﬁﬁ} x Ly x {af + V]?u} x {aP +V0} x ﬁ? x LY, such that

T T
/ AU)(D)dt / F(b)dt YVeX, (120)
0 0
where ¥ = {wﬂ bo. “ wf,wp} and X = VfofoVO 7 ><V0><L0><L0 The

time integral is deﬁned in an abstract sense such that the equatlon holds for almost
all time steps.

Problem 6.1 (Semi-linear form of FSI using harmonic mesh motion). Using the har-
monic mesh motion model leads to the following expressions of A(U)(¥) and F(¥):

F(9) = (pfo ¥, (121)
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and

Tpsoeor, 0f)a, + (e d (F o5 - V)og), g,

~ ~

( (
— (pp (F~ b - V)os),vf)a, — G097, — (ﬁfjffﬂ/;;)ﬁf (
+ (Jor T, Vi)g, + (psDets, 00)g, + (FS, V)5, (124
+ (POt Y1), f(x@s,iﬁf;)@ + (@ Vitg, Vi )g, (
+ Y (Ds, Y2, + 7s(€(Ds), ViI)g, (
+ (div(JF'op), o, + (Poil)g, (

/-\

The fluid convection term in (122) is decomposed into two parts for later purposes.

6.1.1 Basic concepts and considerations for temporal discretization

Before we begin, let us briefly recapitulate some basics from our lecture numerical
methods for ordinary differential equations. A classical scheme for problems with a
stationary limit is the (implicit) backward Euler scheme (BE), which is strongly A-
stable (but only from first order) and dissipative. It is used in numerical Examples,
where a stationary limit must be achieved. In contrast, the (implicit) Crank-Nicolson
scheme is of second order, A-stable, and has very little dissipation but suffers from
case-to-case instabilities caused by rough initial and/or boundary data. These prop-
erties are due to weak stability (it is not strongly A-stable). A variant of the Crank-
Nicolson scheme is called shifted Crank-Nicolson scheme, is analyzed in Rannacher et
al. [133, 199], which allows for global stability of the solution. These time-stepping
schemes are addressed in more detail below. The third scheme summarizes the advan-
tages of the other two and is known as the Fractional-Step-8 scheme for computing
unsteady-state simulations [114]. Roughly-speaking it consists of summarizing three
Crank-Nicolson steps and has therefore the same accuracy and compuational cost as
the Crank-Nicolson scheme. However, it is more robust, i.e., it is strongly A-stable,
and therefore well-suited for computing solutions with rough data and long-term com-
putations for problems on fixed meshes. This property also holds for ALE-transformed
fluid equations, which is demonstrated in a numerical test below. We also refer the
reader to a modification of the Fractional-Step-6 scheme [240].

Definition 6.2 (A-stability). To summarize:

o A-stable (Crank-Nicolson)
o strictly A-stable (shifted Crank-Nicolson)

o strongly A-stable (backward Euler and Fractional-step-0)

100



We briefly explain the derivation of One-Step-6 schemes (see, e.g., [237, 240]) for
the heat equation. Let

Ou — Au = f,
be given. Time discretization yields:
_,m—1
“ 52 —9Au— (1 — AU = 0f + (1 —0)f" L.

Thus,
w— 0t0Au = u""" + 5t(1 — 0)Au" " + StOf + 5t(1 — 6) f 1

6.1.1.1 Time stability of second-order hyperbolic equations In fluid-structure in-
teraction, the solid equation is of hyperbolic type and satisfies an energy conservation
law on the continuous level. That means that our time-discretization scheme should
reproduce this property. We recall findings (neglecting the damping terms) from the
theory [12, 31, 120]:

e Stability in the L?-norm: the One-Step-0 scheme (139) is unconditionally stable,
i.e., there is no time step restriction on k if and only if 6 € [1,1].

e Energy conservation: the one-step-6 scheme (139) preserves energy only for the

choice § = 5. For § > 1 (e.g., the implicit Euler scheme for the choice 6 = 1)

the scheme dissipates energy.

Consequently, the Crank-Nicolson scheme is an optimal time-stepping scheme for hy-
perbolic equations. Possible restrictions with respect to the time-step size are weaker
for hyperbolic problems than for parabolic differential equations [120]. This finding
leads us to the assumption that the fluid problem has stronger influence on stability
aspects than the structural problem.

Remark 6.3. The last statement is in contradiction to our numerical observations
made in [209]. ©

To bring it to the point: issues of numerical stability of the coupled problem are of
utter importance, as it consists of a combined consideration of two different types of
equations:

e the incompressible Navier-Stokes equations which is of parabolic type and that
comes with smoothing properties; and the hyperelastic solid equation of hyper-
bolic type, which requires good conservation properties with very little numerical
dissipation.

By these considerations, the Crank-Nicolson scheme and its variants like shifted ver-
sions [133, 172, 199] or the fractional step theta scheme [45, 240], appear to be ideal
candidates that further show second order accuracy.
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Figure 37: Simulation for £ = 0.005. Top: undamped Crank-Nicolson scheme develops
an instability after T" = 8.5. Bottom: implicitely shifted scheme produces
a stable solution on I = [0, 10] (taken from [209]).

6.1.1.2 Consequences of energy conservation in pipes/tubes/arteries with moving
elastic walls Let us briefly illustrate practical consequences associated with hyper-
bolic (non-damping) solid equations. Assuming we have optimal conservation proper-
ties using a Crank-Nicolson-type scheme for temporal discretization. As we mentioned
in the introduction, hemodynamical applications are often subject of research. Here,
blood flows in a veine or artery. Due to its enormous computational cost, we can not
simulate the whole circulatory system and we need to cut the computational domain.
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Blood flow is a pulsating fluid and introduces waves and in particular these waves can
be observed in the arterial wall (see a snapshot at time ¢* in Figure 38). Using stan-
dard Dirichlet or Neumann conditions on the structural boundary conditions (inlet
and outlet), elastic waves are reflected. This is non-physical behavior and is subject of
present research [49, 89, 105, 183]. Our conclusion that is inferred from these observa-
tions is that correct numerical discretization does not necessarely result in the correct
physical answer.

Figure 38: Snapshot at time step t* of flapping simulation with moving elastic
boundaries.

6.1.2 Temporal discretization of fluid-structure interaction

The abstract problem (120) can either be treated by a full time-space Galerkin formula-
tion, which was investigated previously for fluid problems in Besier et al. [33, 34, 218|.
Alternatively, the Rothe method can be used in cases where the time discretization is
based on finite difference schemes.

To sum-up: After semi-discretization in time, we obtain a sequence of generalized
steady-state fluid-structure interaction problems that are completed by appropriate
boundary values at every time step. Let us now go into detail and let

I={0}uLu...Uly

be a partition of the time interval I = [0, T into half open subintervals I, := (t,,—1, ty,]
of (time step) size ky, := t,, — t,—1 with

O=tog<---<ty=T1T.
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We (formally) define the following semi-linear forms and group them into four cat-
egories: time equation terms (including the time derivatives), implicit terms (e.g., the
incompressibility of the fluid), pressure terms, and all remaining terms (stress terms,
convection, damping, etc.):

Ap(U)(B) = (Jps05,0)q, — (br I (F 1 - V)og), ), (128)
+ (PsOrts, 92)g, + (PsOrits, VY ) (129)
A((U)(9) = (a Viiy, @ZJ?)@ (130)
+(div (JEY0p), 98)q, + (P ¥0)q, (131)

) (132)

where the reduced stress tensors o' ., 0fp, and 05, are defined as:

Grp=—Dtl, Gpow=ppvp(ViogF~1+ FTV0T), (135)

Osp = —DsI, (if we deal with the INH or IMR material), (136)

and 3 denotes as usual the structure tensor of the INH, IMR, or STVK material. The
time derivative in A7 (U)(¥) is approximated by a backward difference quotient. For
the time step t, € I forn =1,2,...,N (N € R), we compute 0; := 00, 4; := 4} (i =
fys) via

1 PN

" N ~ 1 N ~ ~ N
Ap(UmR)(0) - (pp ™ (8 = 0771, 0") g, — £ (b (JE My — @571 - V)og,47) g,
(137)
+ %(ﬁs(@s — 00T, ) g, 4 (s — a0 g s (138)

where we introduce a parameter 6, which is clarified below. Furthermore, we use
I =0+ (1-6)J" ",

and 4 = ;(t,), O := 0;(t,), and J := J" := J(t,). The former time step is given
by 07!, etc. for i = f,s.

6.1.2.1 The One-Step-0 scheme Let the previous time step solution
Un—1 = {op 1 er—taytar—t pyt pit) and the time step k i= kn =ty — tn 1
be given.
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t
tn—l tn tn—i—l
Figure 39: Time step computation using One-Step-0 schemes.
Find U" = {o%, 08, 4%, 4y, p'y, pe } such that
Ap(U™F)(F) + GAE(U )() (139)
+Ap(U™)(W) + Ar(U™)(¥) = — (1= 0)Ap(U"")(¥) (140)
FOF™(0) 4 (1 — ) F™1 (), (141)

where F"(1) = (p, fn. 1/}7;)@ with f7 := fy(t,). The concrete scheme depends on the
choice of the parameter 6. Specifically, we get the backward Euler scheme for § = 1,
the Crank-Nicolson scheme for 6 = %, and the shifted Crank-Nicolson for 8 = % + kn
[133, 199]. We notice that for problems with large time steps (k > 0.5), we need to
normalize /non-dimensionalize the equations in order to get the characteristic time step
size that can be used for the shifted variant. Otherwise, you have 8 > 1, we is senseless.
As alternative, one can use the Rannacher time-stepping by adding backward Euler
steps on a regular basis [198].

6.1.2.2 The Fractional-Step-0 scheme We choose § = 1 — g,&’ =1-20, and
o= 1’290, = 1— «. The time step is split into three consecutive sub-time steps. Let

= oyt ertayart pyt pr !} and the time step k= Ky =ty — tn
be given.

tn—l tn—l—!—ﬁ tn—ﬁ tn

Figure 40: Time step computation using the Fractional-Step-6 scheme.
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Find U™ = {9}, 97, @}, a2, p}, pr } such that

Ap (U108 () + af Ag (U710 (1)
+OAp (UMY (0 + Ap(U 1) (0) = —BOAR (U™ 1) (0) + 0F" (),

Ap(U™=9F)(0) + af A (U™0) ()
+0' Ap(U™) (W) + A (U ) (¥) = —ab Ag (U0 (0) + ¢ F=0 ()

(146)

(147)

Ap(U™F)(0) + a Ag(U™)(F) (148)
+0Ap(U™)(0) + Ap(U™)(0) = —BOAR (U™ 1) (0) + 0F" (D). (149)

With the help of the previous considerations, we formulate a statement for the
time-discretized equations:

Problem 6.4. Let the semi-linear form A(-)(-) be formulated in terms of the previous
arrangement, such that

AO) () = Ap(U)(¥) + A1 () (¥) + Ap(0)(9) + Ap(U)().
After time discretization, let the time derivatives are approximated with
Ap(U)(¥) = Ap(U™F)(),
such that the time-discretized semi-linear form reads
AU™) (W) 1= Ap(@™F) (D) + A (U™)(F) + Ap(U™) () + Ap(U™) (D).
Then, we az'in to find U™ :A{@;},ﬁ;?,ﬁ?iﬁ?,ﬁ?,g?} GA)?%, Zuherfi )?% = {Af’]l? JrAVJ?’{’}A X
Ly x {af + VP } x {al + VI x LY x LY and X = VP, x Ly x Vj?uf x VI x LY x LY,
foralln=1,2,... N such that
AU™(0) = F(¥) Ve X,
where this equation is treated with one specific time-stepping scheme as introduced
previously.

Remark 6.5 (Newmark scheme [143, 261, 262] for temporal solid discretization).
We notice that the standard discretization for solid equations is based on the so-called
Newmark scheme, which avoids splitting into a first-order mixzed system. The relation
to special cases of One-Step-6 schemes (in particular Crank-Nicolson) is discussed in
[12]. <

Remark 6.6 (Geometrical conservation law). Using the ALEy, scheme for time dis-
cretization, there have been studies [77, 85, 86, 183] that convergence is influenced
by the discretization of the mesh motion velocity and also depends if ALE conserva-
tive schemes are used. Such studies are open questions for ALEy, schemes. Several
examples and ideas are presented in [183], p. 71. ¢
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6.1.3 Numerical observations for long-term FSI computations

In this section, we are interested in the following:

e The detection of instabilities (or even the blow-up of solutions in finite time) for
the ordinary (i.e., unstabilized) Crank-Nicolson scheme. If we observe any, we
are able to resolve them by the choice of a sufficiently small time step.

e Finally, we compare the standard second-order time-stepping schemes for the
simulation of nonstationary fluid flows/fluid-structure interactions such as the
Crank-Nicolson scheme, the shifted Crank-Nicolson scheme, and the Fractional-
Step-0 scheme.

The following conclusions were obtained by studying the fluid-structure interaction
benchmark test FSI 2 [142]. To detect numerical artefacts is a delicate task, therefore,
we study (qualitative) convergence with respect to space and time on three different
(globally-refined) mesh levels with 1914, 7176 and 27744 degrees of freedom using the
Q5/ P element (which is introduced in the next section). Moreover, we use three
different time levels with the time steps & = 0.01,0.005 and 0.001. It is sufficient
to study the results for the drag evaluation because we observed the same qualitative
behavior for all the four quantities of interest (the - and the y-displacement, the drag,
and the lift).

Observation 1

We observed in our computations that there are only minor differences in the drag
evaluation computed with the unstabilized Crank-Nicolson scheme using the differ-
ent ALE convection term discretizations defined in the problems above. Specifically,
we observed unstable behavior (blow-up) for computations over long-term intervals,
as illustrated in Figure 41. Naturally, we expected this behavior from our previous
numerical analysis.

Observation 2

As expected, the shifted Crank-Nicolson scheme and the Fractional-Step-0 scheme
showed no stability problems in long-term computations, even for the large time step
k = 0.01 (see the top of Figure 42). This result indicates that the instabilities in-
duced by the ALE convection term have minor consequences, and our observation is
in agreement with the statement in [86]. Furthermore, all time-stepping schemes are
stable over the entire time interval for a sufficiently small time step k& = 0.001; (see
the bottom Figure 42).
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Figure 41: Blow-up (using the time step k£ = 0.01) of the unstabilized Crank-Nicolson
schemes (secant and tangent) whereas the shifted Crank-Nicolson schemes
is stable throughout the whole time interval. We notice that the secant
Crank-Nicolson scheme exhibits the instabilities earlier than the tangent
version. The unit of the time axis is s, whereas the drag unit is kg/m s2.
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Figure 42: Top: stable solution (using the large time step & = 0.01) computed with
the shifted Crank-Nicolson and the Fractional-Step-6 scheme. Recall the
blow-up of the unstabilized Crank-Nicolson scheme in this case. Bottom:
using the smaller time step £ = 0.001 yields stable solutions for any time-
stepping scheme. The unit of the time axis is s, whereas the drag unit is
kg/m s%.
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6.1.4 Time stability

In the following, we consider the stability of the monolithically coupled problem.

Theorem 6.7. Let the fluid-structure interaction problem be coupled via an implicit

solution algorithm and let both subproblems be time-discretized with the second order

Crank-Nicolson scheme. The coupled problem is assumed to be isolated, i.e., }H’l 0

on 0Qs\T; and FS(am)a, =0 on 9Q, \ L. Further, in the case of strong damping
Yo > 0, let (67 ), = 0 on 9Q, \ T;. Then,

oAl s + pullir I, /g W (F(ar)) da

s

k
+ kpgvs||D(v} T +vf)||Qn+1 + ﬂ/ V. w”“|v’”r1 + v"|2 dz

k% . L
“H IR +7g\|€(vg+1)|\%

gpmw%w+%wma+évwnw»m

Ll kYs 1apan
— I35, + = lE@)IIE:
Proof. The proof can be found in [248]. O

6.2 Space

The time-discretized equations are the starting point for a finite element Galerkin
discretization method in space.

6.2.1 Galerkin approximations

Our goal is to approximate the weak solutions by using finite-dimensional subspaces.
So far, the equations still contain the continuous spatial spaces V, VO and L°. In the
following, we discuss the spatial discretization of the semi-discrete problems obtained in
the previous section. To this end, we construct finite dimensional subspaces Vi C V,
Vho c Vo, IA/?L C L°. For a Galerkin approximation, the specific form of the basis
functions does not matter. A concrete realization can be performed in terms of a
Galerkin finite element method (in short FEM).

6.2.2 Finite element spaces

As basis functions, we choose piecewise polynomial functions up to order . The spatial
terms are computed in a fixed reference configuration. This is the characteristic feature
of the ALE, approach. The computational domain (2 is partitioned into open cells K
that depend on the spatial dimension d. A mesh consists of quadrilateral or hexahedron
cells K. They perform a non-overlapping cover of the computation domain Qc R¢,
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d =2,3. The mesh T;, = {K} of Q) is formed by taking all cells. The cell parameter h
is given as a cell-wise constant function hy := diam(K) (where diam(K) denotes the

diameter iLK of a cell K’) The maximum diameter is denoted by b= max g hp.
We follow the standard literature ([43, 44, 57]) to formulate the following statements:

Definition 6.8 (Regularity). A mesh T, = {K} is called regular if the following
conditions are fulfilled:

1) Q= UKeﬁ K
2) KiN Ky =0 for all cells K1, K5 € T, with K, + Ko.

3) Any face of any cell Ky €Ty, is either a subset of the boundary 0Q or a face of
another cell Ky € Ty,.

The last condition is too restrictive for our purposes and is weakened for the following
reason. To facilitate adaptive mesh refinement and to avoid connecting elements, we
use the concept of hanging nodes. Cells are allowed to have nodes that lie on the
midpoints of the faces or edges of neighboring cells. At most, one hanging node is
allowed on each face or edge. In three dimensions, this concept is generalized to
subplanes and faces because we must deal with two types of lower manifolds.

We define continuous H !-conforming finite element spaces Vhl by (see [44, 57, 150]):

V= {@hec@m )i € O(K) vkeﬁ}ng(ﬁ).

Here, Q(K ) denotes the space of polynomial-like functions on K € Tp,. In the following,
we introduce the space Q;(K) of tensor product polynomials up to degree I. On the
reference cell Ky = (0, 1)d they are defined as

d
Ql(Kunit) ‘= span H i.io“

i=1

aiE{O,l,...,l}

We consider for each K € 7A71 the bilinear transformation 6 : Kunit - K. Then, the
Q5 element is defined as

QF(K) ={Gooy" : 4 € span < 1,,9,49 >} (d=2),
);
with dim Qf = 4 (in 2D) and Qf = 8 (in 3D) in which the dimension denotes the local
degrees of freedom on a single cell. The Q§ element (in two dimensions) is defined as

2
Qi(K)={go Erl_(l 1§ €span < 1,%,9, 2,29, 22,92, 392 >} (d=3

Q5(K) ={qo oy’ : 4 € span < 1,4, 9,49, 4%, 9%, 8°3, %4, %
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A
Kunit

Figure 43: Transformation ¢g from the unit cell Ky it to the ALE cell K and from
that cell via the ALE mapping A to the physical cell K.

with dim QS = 9. Finally, the P element is defined with the help of linear functions
and it reads .
P{*(K) ={4o oy ¢ €span, < 1,2,§ >}

with dim P@¢(K) = 3. If the transformation G itself is an element of Q;(K)? , the
corresponding finite element space is called isoparametric.

Extending these concepts to finite element spaces in the case of hanging nodes
requires some remarks. To enforce global continuity (i.e., global conformity), the
degrees of freedom located on the interface between different refinement levels have
to satisfy additional constraints. They are determined by interpolation of neighboring
degrees of freedom. Therefore, hanging nodes do not carry any degrees of freedom.
For more details on this, we refer to [53].

To ensure the approximation properties of the finite element spaces, additional con-
ditions on the geometry of the cells are required. The two classical assumptions from
the literature ([43, 44]) are the so-called uniformity and the weaker quasi-uniformity:

Definition 6.9 (Quasi-Uniformity). A family of meshes {771|h N 0} is called quasi-
uniform if there is a constant k such that the following two conditions are fulfilled:

1) For each transformation o : Koynit — K it holds

sup{|| Vo (2)i]| |2 € K, ||2]| = 1}

nfl||Vor ()|l 12 e K. |2 <r,  KelJT (150)
nf{[|Vox (@)l |2 € K, ||| = 1} U
2) It holds

iALK <k VKE€ Uﬁ

PK -

6.2.3 Spatial discretization of fluid-structure interaction

To compute fluid-structure interactions problems, we prefer the biquadratic, discontinuous-
linear Q5/ P element. The definitions of the spaces for the unknowns oy, 4y and py,
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read:
Vi, i= {on € [C())%, 00l € [Qa(K)]? VK € Ty, 05, = 0},
Wi = {in € [O(Qu)]" dnlg € [Q2(K)]* VK € Ty inlr, = 0},
Py = {pn € [L*()), plg € [PL(K)] VK € Tr}.

Defining the displacement variables @, and wy, is straightforward.

Remark 6.10. Other choices for inf-sub stable elements would be the classical Taylor-
Hood element Q5/Q$ or also Q$/Pd°

v)p7u /U,u

Figure 44: Taylor Hood element Q5/QS (left) and Q5/P{ element (right).

The continuity of the velocity values across different mesh cells is one property of the
Q5/ P element. In contrast, the pressure is allowed to be discontinuous across faces
because it is defined utilizing discontinuous test functions. In addition, this element
preserves local mass conservation, is of low order, gains the inf-sup stability, and it
is therefore an optimal choice for both fluid problems and fluid-structure interaction
problems. Because there is no relationship between fluid and structure pressure (be-
yond the fact that there is no physical meaning of pressure for compressible materials),
the Q5/Pf is a good choice for fluid-structure interactions.

Bearing the three mesh motion models in mind, the computation of fluid-structure
interaction with biharmonic mesh motion incurs a greater computational cost at each
time step than using only a harmonic model or the equations of linear elasticity because
an additional equation is added to the problem (see Problem 5.20). In the context of
a Galerkin finite element scheme, the spatial discretization of the mixed biharmonic
equation is stable for equal-order discretization on polygonal domains, which is one of
our assumptions. In this lecture notes we Work with @5 elements for u;, and 7.

For the next statement, let 0% Fho o Fho and 0P sih be suitable extensions of Dirichlet in-
flow data. Having these preparations, the spatlally (and temporal) discretized problem
of (120) reads:

Problem 6.11. Let the semi-linear form be composed as shown in Problem 6.4. Find
Uh = {Ufh’v o WYy U sh’pfh’peh}' € XhD7 where XhD = {Ufh + va Rt < Lsh X
{a7), + Vf,ql,h} {al, + s,h} X Lf_’h X Ls,h’ foralln=1,2,...,N such that

AT (By) = F(¥y) Y, € Xy,
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with Uy, = W},h,%”h,lb}‘,hﬂ//s“’h?l/)?,h,l/ffﬁ} and X, = Vﬂ@,h X Ls,h X V)?ﬂ B.n X Vso’h X
L%h X Lg’h

6.2.4 Stabilization for convection-dominated flows

In the case of higher Reynolds numbers the flow becomes convection dominated and
needs to be stabilized. Residual based stabilization is first introduced in Brooks and
Hughes [46] and is intensively analyzed in Wall [243]. Our method of choice is a rough
simplification of the streamline upwind Petrov-Galerkin (SUPG) method.

We start with a consistent formulation for the fluid problem that is given on the
continuous level in a time-dependent domain €2¢. Then, the stabilization term reads
(in which we omit for the moment the subscripts ‘h’ and ‘n’ in the equations):

Setan(UR) (W) := > (psorvs + p(vy — w) - Voy — divoy, Sgn(vy - V)UK
K€7-h

with )

hK

Okn=0—————7,
" 6wy + hclof ] x

5o =0.1.

For more details on the choice of these parameters, we refer the reader to [39].

From the computational point of view, the major disadvantage comes from the
necessity of computing second derivatives contained in the stress tensor oy, because
we must consider the strong formulation. Specifically, in the case of fluid-structure
interaction problems, this formulation is a serious drawback. To this end, we only use
a nonconsistent simplified version (in Q):

Setan(UR) (W) := > (psvg - Vg, 6xn(vs - VU)K
KeTh

This term can be rewritten in the reference configuration 0 ¢ and reads:

Satan(UR)(®) = > (py(JF 05 - V)oy, Sxcn(F 105 - Vi) - (151)
KeT,
Problem 6.12. Let the semi-linear form be composed as shown in Problem 6.4. Find
Up = {”fhv O WY s sh’pfh’psh} € XhD7 where X h,D ‘= {Ufh +Vf npx Ly X
{uf,h + Vf,a,h} X {us’h + V;fh} X Loyh X Ls’h, forallm=1,2,... N such that

AU (U3) + Sstap(U)(B) = F(¥y,) VI, € X,
with Wy, = {8, 02 %, 0 0P} and Xy = VP, X Ly x VO XV, x
L%h X Lg’h.
Remark 6.13. An elegant alternative has been investigated in [159] (and further ref-
erences of the same author) in recent years. This scheme belongs to fluz-corrected

transport algorithms and can be applied to convection-dominated transport problems.
o
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6.3 Newton’'s method

6.3.1 Classical Newton’s method

Let f € C'[a,b] and z¢ € [a,b] be an intial value. The tangent (based for instance on
a Taylor expension) of f is given by

t(x) = f(zg) + (x —xp) f(x), k=0,1,2,....
A root is then given by:

Tyt = Tp — }f/(é’;))’ k=0,1,2,.... (152)

This is iteration terminates if a stopping criterium

W < TOL, (153)
T

or

|f(xk)| < TOL. (154)
is fulfilled. This iteration is possible as long as f/(zy) # 0.

Y

Figure 45: Geometrical interpretation of Newton’s method.

Remark 6.14. Newton’s method belongs to fix-point iteration schemes with the iter-
action function:

_ .t
F(z):=z— @) (155)
For a fiz-point & = F(Z) it holds: f(£) =0 o
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The main results is given by:

Theorem 6.15 (Newton’s method). The function f € C?[a,b] has a root & in the
interval [a,b] and

m:= min [f'(x)| >0, M := max |f"(z)].

a<lz<b a<x<b

Let p > 0 such that

M
q:= %p<17 K () ={zeR:|z—2| <p} Cla,b].

Then, for any starting point xg € K,(Z), the sequence of iterations x, € K,(&) con-
verges to the root &. Furthermore, we have the a priori estimate

and a posteriori estimate
. 1 M
ok — &) < —|f(ep)] < o—lox — x| kEN
m 2m
Often (and in particular for higher-dimensional problems such as fluid-structure
interaction), Newton’s method is formulated in terms of a defect-correction scheme.

Definition 6.16 (Defect). Let & € R an approximation of the solution f(x) =y. The
defect (or similarly the residual) is defined as

d(&) = y - f(2).

For the sake of presentation, let the right hand side be y = 0. For the approximation
2, the defect dy, := 0 — f(xy) is given by and we write:

Definition 6.17 (Newton’s method as defect-correction scheme).
Fxy)dr = di,  dy = —f(xp),
Trr1 =xk + 0z, k=0,1,2,....

The iteration is finished with the same stopping criterium as for the classical scheme.
o
6.3.2 Extension to higher-dimensional problems

Time and spatial discretization end at each single time step in a nonlinear quasi-

stationary problem o R o . .
AUR)(Y) = F(¥) V¥ e X,
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which is solved with a Newton-like method. As done in the previous section, we can
express this relation in terms of the defect:

d:=F) - AUM)(P)=0 Y e Xy,
where U . denotes an approximate solution at time step t". Given an initial Newton

guess U,’Z ’0, find for j = 0,1,2,... the update 5[7,? of the linear defect-correction
problem

AU (U, W) = —A(UR)(B) + F(D), (156)
U+t = 07 + AU (157)

In this algorithm, A € (0,1] is used as damping parameter for line search iterations.
A crucial role for (highly) nonlinear problems includes the appropriate determination
of A\. A simple strategy is to modify the update step in (156) as follows: For given
A € (0,1) determine the minimal I* € N vial=0,1,..., N}, such that
R(US < R(ULY), (158)
Uit =09 + XoUy, (159)
For the minimal [, we set
Angdtl . frng+l
U™ = Uh,lj*
In this context, the nonlinear residual R(-) is defined as
R(07) = max { A(U7) (§:) = P(¥3)} V07 € X,
where {¥;} denotes the nodal basis of )A{h.

The directional derivative A'(U)(dU, ¥) that is utilized previously, is defined in the
same fashion as Gateaux derivative. The definition of the directional derivative in
terms of a semi-linear form reads:

A(0)(6U,¥) := lim - {A(U +e8U)(F) — A(U)(\I/)} = % An(U + 200 (9)

e—=0 ¢ de e=0
Remark 6.18. If the directional derivative exists for all directions, we call the deriva-
tive Gateauz-derivative. Moreover, the Fréchet-derivative is a stronger concept of
derivatives; consequently, each Fréchet derivative is also a Gateauz-derivative. ©

Let us explain the concepts in a bit more detail in the following. Given a function
f X = Y and f'(a) € L(X,Y) where L is as usually the space of linear and
continuous operators. Recall that L(X,R) =: X’ is the dual space. The derivative
f'(a) is computed as action on vectors of X (see definition of the directional derivative),

ie.,
)i tim 10+ 20) = f(@)

e—=0 e

d
= %f(a—&—séaﬂs:o €Y.

The element f'(a)da € Y is called the directional derivative. In a Hilbert space, we
the special case:

f'(a)(da) = (Vf(a),da) Vda e X

where we denote V f(a) as the gradient.

117



6.4 Evaluation of the directional derivatives

Due to the large size of the Jacobian matrix and the strongly nonlinear behavior of
fluid-structure interaction problems in the monolithic ALE framework, the calculation
of the Jacobian matrix can be cumbersome. Nevertheless, in this context, we use the
exact Jacobian matrix to identify the optimal convergence and accuracy properties of
the Newton method. The derivation of directional derivatives is also illustrated by
means of several examples presented elsewhere [81, 205, 250]. For more details on
the computation of the directional derivatives on the interface, we refer the reader to
[70, 207]. Evaluation of the directional derivatives for fluid-structure interaction with
help of automatic differentiation is demonstrated by Dunne [70].

6.4.1 First some simple examples

Recall that we need to differentiate in each direction.

Example 6.19. Let u be the solution variable for
A(u)(p) = (Vu, Vo)
be the residual. Then, the directional derivative in direction du is given by:
A'(u)(du, ) = (Vou, V).

Example 6.20. Let p and u solution variables for

A(p,u)(@) = (=pI + pv(Vu+ Vu'), V)
be the residual. Then, the directional derivative in direction {dp,du} is given by:

A (p,u)({0p, du}, ) = (—0pI + pv(Véu + Véul), V).
Remark 6.21. Hopefully you noticed that everything was linear so far. ¢
Example 6.22. Let v and u solution variables for
A(v,u)(p) = (VVu, Vo)

be the residual. Then, the directional derivative in direction {év,du} is given by:

A'(v,u)({dv, du}, p) = (6vVu + vViu, V)
using the chain rule.

Despite the fact that we later account on block system, let us explain what we
mean by taking all directional derivatives in the context of finite elements. Let Vj, 1=
{¢1,...,on} a finite element space. The relation between derivatives and linear equa-
tion system is as follows. Given u € V},, the residual reads:

A(un)(en) = (Vup, Vor) Vou € V.
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Now we build the derivative in direction dup:
Al (up)(dun, ¢n) = (Voun, Vor)  Von € Vi

Recall that du, = Z;\/:l ujp;. Now, we replace duy by all test functions using its
property being a linear combination and for all test functions:

Alun) (i 05) = D ui(Veps, Vipi)

J
Then, we obtain Ax = b with

(Ve1, V1) ... (Ven, V)
A= : (160)
(Ve1,Von) ... (Von, Ven)

and x = (u1,...,un)”.

Remark 6.23. Do not forget: the test function dictates the row! In symmetric prob-
lems like for Poisson problems this does not matter, but in non-symmetric problems
(transport, Navier-Stokes) this is important. ©

6.4.2 Directional derivatives of fluid-structure

In this section, we apply the previous concepts to the evaluation of the directional
derivatives for fluid-structure 1nteract10n We examin term by term. As before, let
the solution Uh = {vfh, K h,ufh, . h,pf ho D, nt € Xh be given. Further, let 5Uh =
{Jvf,h, 60 1y, 00Ty, 64, 0P 1, 0Pyt € Xp,. In the following, we omit explicit notation
of ‘h” and ‘n’

The Jacobian A’(U)(6U, ¥) is split up into fluid contributions and structure terms:

AN0)(0U, ) := A3(U)(0Uy, W) + AL(0) (U5, Ws).

Using the previous arrangement (134), we deal with

A (U )(5Uf7 by) (161)
b (Up) (06U, Up) + A [ (Up)(0Uy, U p) + Ay g (Up) (06U, U p) + A p(Up)(6Uy, W),
(162)
and
AL(U) (6T, T,) (163)
= A;,T(ﬁs)((sfj& \ils) + A; I(U )(5 As» \ils) + A/s E(U )(5 Asv \ijs) + A;,P( ) )(5Usv \Ij )
(164)
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The concrete evaluation of each term on the fully discrete level is derived in the fol-
lowing.

Basic relations

In the sequel, we often use the short-hand-notation

0A

OpA(0z) i = —

b A(62) b

for the derivative of a tensor A w.r.t. b in direction §z. We begin with the basic

relations that are required for each of the subproblems. For the deformation gradient
F, it holds in a direction §2 € H(Q):

(02),

8.F(62) =Vos, 0.FT(62) = VesT. (165)
In the following, we recall the evaluation of the inverse relations (see, e.g., [139])
O.F~1(62) = —F'V62F ', 9. FT(62)=—F TVs:TFT.
Finally, the derivative of the determinant J can be expressed as
9.J(62) = Jtr(F~'V6z).

Fluid’s Cauchy stress tensor

In the fluid part, we are concerned with the evaluation of directional derivatives
in the three directions dvf,0ps and duy. We start with the Cauchy stress tensor
Of = 0fvu+0fp:

005 1,0u(805) = 2pyvp (V0,1 + F7TV807T),
8;081”47(513)‘) = _5]5ffa
0y fuu(Ous) = 2psvp(Vop(~FIV6aE ) + (- F~TVsaT F~T)Vo]).
Summarizing these contributions yields
005 0u(0Uf) = 8y .00 (00f) + 0uGr0u(0s),  Ousp(8Us) = 0,0 1,(58p).

Thus, the derivative of the transformed Cauchy stress tensor in the reference domain
reads:

Oy (Jo F=T)(6Uy) = Jtr(F'Vouy)5,F =T + Joyo (80U F~T + Jo;(—F~TVsaf F=T).

The Cauchy stress tensor is decomposed by reason motivated in Problem 6.4. It is
obvious that this decomposition must be considered in the linearization process, too.
Fluid’s convection term
For the treatment of the convection term (also including the ALE convection term),
we use the relation iy - Vo ;= @@f @y and decompose the convection term as

prd(F= (g =) - V)by = prJ (Vo F)og — pyrJ (VoF )iy
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With the help of the previously introduced basic relations, the derivative of the first
part reads:

166
167
168
169

0u (psJ (Vo F1)0p)(0Uy) = pyJtx(F~'Véig) (Vig F )by
+ prJ (Voo F~YYog
+ ﬁfj(%@f(—ﬁ_lﬁ(y&fﬁ_l)@f

(
(
(
+ ppd (Vi F~1)o0y. (

)
)
)
)

In the second part, we cannot directly differentiate the fluid domain velocity w. As
previously discussed this term is constructed (linear in time) with the help of the
displacements @¢. Thus, in Equation (166), we only must replace the second term.
Using the construction of & = (i — ﬂ?‘l) in which 12?_1 denotes the solution of the
previous time step, we readily get

1 1
Ouib(Bitg) 1= Ou - (it — Ayt (diy) = 0. (170)
With this, we obtain for the second equation on the right-hand-side in (166)
1, - . ~_1..
Epr(V(SufF )Og.

In the remaining terms of (166), we replace @ﬁf with V.
Fluid’s time derivative
We continue with the time derivative of the fluid term:

b — 07"

prd Oy ~ ppJ™’ o

where we employ (137) for the temporal discretization. First, we obtain
Bu ™ (Siip) = 0,(0] + (1 — 0)J" 1) (Siy) = 0.Jtr(F~ Vi) (171)
Next, we get

1, 1y en 1.
&;E(Uf — 0771 (605) = %Mf-

With this equation, we compute for (171):
I P . A L0~ s . I . .
9 (pyzd (0 — 0F 1))(5Uf):PfEJtr(F Vi) (o5 — 0F 1)+,0ng O (605).
Fluid’s incompressibility

We proceed with the incompressibility term of the fluid. To compute the derivative,
we utilize a byproduct of the divergence relation of the Piola transformation:

div(JE o5) = Jtr(Vop F ).
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Then, we get

Fluid’s mesh motion
It remains to consider the derivative of the mesh motion equation. Using the har-
monic mesh motion model (see definition of Gesn in (35)), we readily obtain

Ou(auVig)(8tis) = o, Viiiy.

Using the linear-elastic mesh motion model (see definition of Gmesn in (38)), we get
o 7 RPN 1 S SeaThF S Sen
Oulax(tr €)1 + 2c,€)(0ty) = oo\i(tr (Vs + Véu?)f +a,(Vouy + Véu?).

Fluid’s do-nothing condition L
Next, we consider the derivative of the boundary term gy := —ﬁfoF*TVﬁ? on

Tsn (see (31)):
aU(—pAfoﬁiTﬁ’[)?)((S[}f) = ﬁfo(ﬁiTﬁaﬂ?ﬁiT)ﬁ’[)? + ﬁfoﬁ7T€5ﬁ?.

Fluid’s stabilization

Finally, we explain the differentiation of the stabilization term. In this expression,
we only differentiate the first argument although the second argument also depends on
the solution variable. Using the derivative of the convection term, we readily obtain

San(Up) (005, W 1) = (@0 (pp J (Vo F)ip)(6Uy), bxcn(F0p - V)0, (172)

on each cell IA(f € Th.

Structure’s constitutive tensors

We continue with the description for the derivatives of the structure subproblem.
Using standard elasticity (i.e., the damping terms are omitted) with the STVK model,
we only must compute the derivatives with respect to #s. In the presence of incom-
pressible materials, we also account for the pressure ps. Finally, the consideration of
strong damping makes it necessary to compute derivatives with respect to 0.

Let us begin with the Green-Lagrange tensor (defined in (73)) that is employed to
formulate the STVK material:

. 1 ~ PN
OuE(61,) = i(waf F 4+ FTV6u,).
Then, the constitutive tensor 3 := %(a,) reads

~ 1 ~ ~ i~ . ~ ~ e~
Du2(8t5) = Asitr(vaaZF + FTN6u )T + ps(Voul F + FTV64,).
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For the incompressible IMR material, we obtain
Opo1Mr (0ps) = —0ps1,
OuGtr (011s) = puy (80 FT + F60T) — pp(F-TV6a T F-TF ' + F-TF'Véa,F 1,
and from this, we readily deduce
dpoNm (0ps) = —0ps1,
OuOiNm (01is) = puy (S0, FT + Foal).

Structure’s damping terms

Finally, using strong damping, we compute the derivatives in the direction d, of
€(0s). Then,

1 ~ ~
0ué(05)(305) = 5 (VoDs + vool).

Proposition 6.24. At each Newton step (156), we solve a linear system, where (an

example of) its residual A(U)(¥) — F(¥) on the continuous level is defined in Problem
6.1. The Jacobian of this problem is split into

A(U)(8U, W) == A (Uy)(6Uy, Wg) + AL(U,) (8, Bs).

Using the arrangements

—~

161) and (163), we deal with the following expressions:
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and
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6.5 Solution of linear equations

In this final subsection, we discuss solution methods for fluid-structure interaction
problems. Specific realizations are closely related to the FSI coupling algorithms de-
pending a partitioned or monolithic approach is employed.

e Monolithic solution [11, 15, 16, 63, 104, 128, 129, 141, 231, 238, 263];
e Partitioned: [10, 67, 155, 158, 160, 165, 230].

Let us briefly show the structure. For spatial discretization, we use the previously
introduced spaces V}, x W}, x Lj with vector valued basis

(ili=1,...,N},

where the basis functions are primitive (they are only non-zero in one component),
so we can separate them into velocity, displacement, and pressure basis functions and
sort them accordingly:

vi=1 0 |, fori=1,...,N,,
yfori=1,..., Ny,

YNo+i) = | Xi

w(N“—&-u—&-i) = 0 5 for i = 1,...,Np,
X7

where N, + N, + N, = N. This is now used to transform into a system of the form
Max = F, (173)

where M is a block matrix (the Jacobian) and F the right hand side consisting of
the residuals. The block structure for ALE-FSI with harmonic or linear-elastic mesh
motion is

M’U’U M'U’U. M’Up F’U
M=\ M"Y M M |, F=|F*],
MPY  MPE \[PP FP

In the matrix, the degrees of freedom that belong to Dirichlet conditions (here only
displacements since we assume Neumann conditions for the phase-field) are strongly
enforced by replacing the corresponding rows and columns as usual in a finite element
code.
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6.6 A useful example of finite-difference-in-time,
Galerkin-FEM-in-space-discretization and linearization in a
Newton setting

I believe that the discretization of nonlinear time-dependent partial differential equa-
tions is finally very similar to solving Poisson’s problem. Hopefully, I convince the
reader in this section.

We are given the following example:

Problem 6.25. Let the following PDE be given (we omit any ‘hats’): Find v and u,
for allmost all times, such that

afu - JV. U(’U)F_T =f, nQ, plus bc. and initial cond.,

and where (as before) J := J(u), F := F(u) and o(v) = (Vv + VoT).

6.6.0.1 Time discretization We aim to apply a One-Step-6 scheme applied to the
mixed problem:

o —JV -o(w)F~ T = f,
Ou —v=0.

One-Step-6 discretization with time step size k, and 6 € [0, 1], leads to

_an—1
[ Z —0JV - O'(U)F_T _ (1 _ G)J”_lv . O'(Un_l)(F_T)"_l _ Hf + (1 _ e)fn—1)
__an—1
% —0v—(1-0))" "t =0.

6.6.0.2 Spatial pre-discretization: weak form on the continuous level We multiply
by the time step k, apply with test functions from suitable spaces V and W and obtain
the weak formulations

(v =" ) +kO(Jo(0)F~T, V) + k(1 = )(J" o (" ) (FT)" p)
=k0(f,0) + k(L= 0)(f" ) YpeV,
(u—u™"1 ) + kO(v, ) + k(1 —0) (0" L) =0 Vo€ W.

Sorting terms on left and right hand sides:

(v,¢) + kO(Jo(v)F~T, V)
(") — k(1 - )T oo (FT) )
+EO(f0) + k(A =0) ("1 p) VpeV,
(UJP) + ka(“ﬂﬁ) = (u7z—17,(/}) - k(l - 9)(1}"_171/}) V¢ ew.
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6.6.0.3 A single semi-linear form - first step towards Newton solver Now, we build
a single semi-linear form A(-)(-) and right hand side F(-). Let?! U := {v,u} € V. x W
and ¥ :={p, ¢} € Vx W: Find U € V x W such that:

AU () = (v, ) + kO(Jo(0)F~T, Vi) + (u,9) + k(v, )
F(0) = ("1 9) = k(1= 0)(J" o (0" ) (F~T)" " o) + kO(f, ¢)
+EA=0)(f" ) () — k(1= 0)(0" )

forall W e V x W.

6.6.0.4 Evaluation of directional derivatives - second step for Newton solver We
follow Section 6.4.1. Let dU := {év,6u} € V x W. Then the directional derivative of
A(U)(¥) is given by:

A(U)(6U, W) = (6v, ) + k&(J’(éu)o(v)F‘T + Jo' (50)F~T + Jo(v)(F~T) (5u), w)

+ (6u, ¥) + k0 (6v,7),

where we applied the chain rule for the term Jo(v)F~7. Here, in the ‘non-prime’
terms in the nonlinear part; namely J, F~7 and o(v), the previous Newton solution is
inserted. We have now all ingredients to perform the Newton step (156).

6.6.0.5 Spatial discretization in finite-dimensional spaces and linear system In
the final step, we assume conforming finite-dimensional subspaces V;, C V and W), C
W with V3, := {¢1,...,on} and W}y := {t1,...,¢¥p}. Then, the update solution
variables in each Newton step are given by:

N M
ovp, = Zngoj, and dup = Zujwj.
=1

j=1
For the linearized semi-linear form A’(U)(dU, ¥), we have:
A'(UR) (86U, Wy,)

and with this (A;; representing the entries of the Jacobian):

N
Agj = AU, T3) = > (), 01)
j=1

M N M
+ k&(z ujJ(¢)o(v)F~T 4 J(Z vio' (p)F~T + Ja(v)(z w; (F7TY (1)), v%)

=1
M ’ N
3wy, 00 + k0 vi (5, 10)
j=1 j=1

for all test functions running throughi=1,... N,N+1,..., M.

210f course, the solution spaces for ansatz- and test functions might differ.
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6.7 Hands-on: implementation of benchmark examples in
ANS /deal.ll and DOpElib; based on C++

To supplement our algorithmic discussion with some practical aspects, the reader
is invited to test him/her-self some concepts presented so far. Implementations are
present in two software packages deal.II [13] (source code [256] in ANS??) and DOpElib
[115, 116]:

e ALE-FSI in deal.II (ANS) with biharmonic mesh motion
http://www.archnumsoft.org/ [256] solving FSI benchmark problems [142]

e Nonstationary Navier-Stokes benchmark problems [217] at
http://www.dopelib.uni-hamburg.de/ Examples/PDE/InstatPDE/Examplel

e ALE-FSI benchmark problems [142] with biharmonic mesh motion at
http://www.dopelib.uni-hamburg.de/ Examples/PDE/InstatPDE/Example?2

e Biot-Lame-Navier system: augmented Mandel’s benchmark at
http://www.dopelib.uni-hamburg.de/ Examples/PDE/InstatPDE/Example6

e Stationary FSI optimization at
http://www.dopelib.uni-hamburg.de/ Examples/0PT/StatPDE/Example9

We notice that the implementation is performed in a very practical monolithic way
that has two assumptions; namely, displacements and velocity are taken from globally-
defined Sobolev spaces rather than restricting them to the sub-domains and one (ma-
jor) limitation (the development of an iterative linear solver and preconditioners might
be challanging since we do not distuingish the sub-problems in the system matrix).
Putting these two limitations aside, the idea results in a fascinating easy way to im-
plement multiphysics problems in non-overlapping domains.

Remark 6.26. It has been appeared that the basic program structure could be eas-
ily generalized and extended to other compler multiphysics problems such as moving
boundary problems with chemical reactions as well as pressure-elasticity-phase-field
coupling. ¢

22 ANS = Archive of Numerical Software, http://www.archnumsoft.org/
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Archive of Numerical Software 1(1), 1-19, 2013

Solving Monolithic Fluid-Structure Interaction Problems in Arbitrary Lagrangian Eulerian
Coordinates with the deal.ll Library

Thomas Wick

We describe a setting of a nonlinear fluid-structure interaction problem and the corresponding solution process in the finite element software package dealll. The fluid equations are transformed via the ALE
mapping (Arbitrary Lagrangian Eulerian framework) to a reference cofiguration and these are coupled with the structure equations by a monolithic olution algorithm. To construct the ALE mapping, We use a
biharmonic equation. Finite differences are used for temporal discretization. The derivation is realized in a general manner that serves for different time stepping schemes. Spatial discretization is based on a
Galerkin finite element scheme. The nonlinear system is solved by a Newton method. Using this approach, the Jacobian matrixis constructed by exact computation of the directional derivatives. The implementation
using the software library package deal.l serves for the computation of different fluid-structure configurations. Specificaly, our geometry data are taken from the fluid-structure benchmark configuration that was
proposed in 2006 in the DFG project Fluid-Structure Interaction I: Modelling, Simulation, Optimisation. Our results show that this implementation using deal.lis able to produce comparable findings.

T
it T T

S N

Figure 46: Reference [256] at http://www.archnumsoft.org/

The structure of such a program for time-dependent nonlinear problems is as follows:

Input of all data: geometry, material parameters, right hand side values
Sorting and associating degrees of freedom

Assembling the Jacobian

Assembling the right hand side residual

Newton’s method

Solution of linear equations

Postprocessing (output, a posteriori error estimation, mesh refinement)

Main routine including time step loop
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7 Sensitivity Analysis

In this final chapter, we leave forward modeling and concentrate on further aspects
beyond:

e Error estimation and mesh adaptivity;
e Sensitivity analysis;
e Optimization.

All these topics have in common that either implicitly or explicitly, a quantity of
interest J is subject of our investigation. Often, this quantity of interest is associated
with calculating derivatives of solutions to F'SI problems with respect to the given data.
Such derivatives with respect to given data such as volume forces or boundary values
have been used excessively in numerical papers concerned with sensitivity calculations
or derivative based minimization problems, see, e.g., [4, 171, 193, 208, 216, 239]. In
addition, sensitivity calculations are required for certain a posteriori error estimation
techniques, such as the DWR-method [14, 26, 27]. Studies with a particular emphasize
on FSI problems are carried out, for instance in [71, 118, 205, 242, 252]. Steps of
optimization-related problems subject to FSI have been tackled in, e.g., [32, 47, 193,
208].

7.1 A differentiable solution map for stationary FSI

We discuss a result from theoretical fluid-structure interaction; namely the proof that
there is at least one locally unique solution that is Fréchet-differentiable with respect
to the boundary data and volume forces. Consequently, the following result is an
extension of [117].

Proposition 7.1. Suppose, we are given Problem 5.22. Let gy € W2—1/P»P(I‘)/R7 and

~

fs € LP(Q) be given with 3 < p < co. Assuming that Gy, and fs are small enough,
then there exists a solution U = (0f,pf,ts) € WHPNHS +(gf,0,0) x WhP x W3P N H{
to the coupled Problem (5.22). Furthermore, there is a constant M, such that there is
a locally unique solution satisfying the additional condition:

(0, D0) |7 + sl s < M. (174)

In addition, the herewith defined mapping S: W2=1/P#»(T) /R x LP({,) — W2PNHL +
(97,0,0) x WL x WP H}

(gf7 f@) = (i}fyﬁf; ﬁs)»
is continuously differentiable in a neighborhood of (0,0).

Proof. See [258]. O
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7.2 Dynamic-in-time interface-oriented mesh adaptivity applied to
Eulerian-ALE coupling

Before we go into more detail on accurate a posteriori error estimation, we discuss
dynamic-in-time mesh adaptivity according to the FSI interface. Our goal is explained
in Figure 47 in which we consider a growing interface (in fact a discontinuity) and we
wish to have a fine mesh around this discontinuity.

Figure 47: Dynamic-in-time mesh refinement with hanging nodes around a propagat-
ing discontinuity/interface.

As demonstration, we apply the EALE (FSITICT) technique to compute valve flap-
ping. To enhance the quality of the numerical approximation, a sufficiently high mesh
resolution is required in particular in the neighborhood of the FSI-interface; specifi-
cally for FSI formulated in fully Eulerian coordinates using a non-fitted finite element
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method. It is clear that we are not interested in global mesh refinement since this is too
expensive. The easiest way is, to locally refine the mesh at the beginning of the sim-
ulation. This however, requires a priori knowledge about the movement of the elastic
structure. Imagine that we have a ball that moves throughout the whole domain (for
example like Richter [204]). This would finally result in global mesh refinement. Even
in less drastic cases, a priori refinement is quite unsatisfactory. Here, a big portion of
the domain has to be refined in the region where we expect the beam to move. A much
better idea is proposed in this study using interface-oriented mesh refinement. Not
only does this procedure perform mesh refinement around the interface but it does also
coarsen the mesh if the interface moved further. Illustrations are provided in Figure
47 and 49.

In fact, the second step is important to control the computational cost. It would
be very easy to set all times new refinement flags. Without any coarsening, we would
end up in a very fine mesh even in regions where the interface moved away (recall
Richter’s moving ball). Summarizing, the mesh adaptation algorithm consists of two
major steps:

e Mesh refinement and
e Mesh coarsening,
leading to

Algorithm 7.2 (Interface-oriented mesh adaptivity). In detail, the following steps
are performed:

e Set maximum number of (total) refinement levels Ly aq
o Set minimum number of (total) refinement levels Lyyip,

o At each time t™,n = 1,2,3,...: Identification of the interfaces
— Mesh refinement:

* Mark all interface cells (as shown in [255], Figure 6). On each of those
cells:

x Check if mazximum refinement level Ly, q. is already reached
x If present level L < Lyyq., then set refinement flag
— Mesh coarsening:

x Mark all refined cells (with L > Ly, ) without interface. On each of
those cells:

x If present level L > Lyp, then set coarsening flag
With the help of an example, let us briefly explain the meaning of L.,,q, and Ly p,-
Set Lipaz =5 and Lo, = 1. A two-times globally refined mesh corresponds to L = 2.

Then, the regions including the interface are three times locally refined, leading to
the maximal refinement level L,,,, = 5. Regions without interface are coarsend once,
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The data for the material parameters and the geometry are partially based on ex-
perimental data 1 (in collaboration with the cardiologist Mizerski [178]) and are sup-

because we start with L = 2 and the minimum level is L,,;, = 1. To illustrate the
plemented with literature values [97, 197].

outcome of Algorithm 7.2, resulting meshes are shown in Figure 49.
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Figure 48: Configuration and inflow profile of the flap test with contact.

Cells indicated in blue denote elastic structures and
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opening of the flaps.

Figure 49: Flap dynamics with contact: Local mesh adaptivity for the closing and
interface elements.
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7.3 A partition-of-unity-based variational localization technique
for a posteriori error estimation with the dual-weighted
residual method

The goal of this section is

e To introduce a novel variational localization technique [210, 211]?* for the dual-
weighted residual (DWR) method and highlighting why this formulation is pre-
ferrable (at least for coupled multiphysics problems such as fluid-structure inter-
action) compared to the classical method [26].

The DWR method goes back to Becker & Rannacher [26, 27] and is based on pioneering
work by Eriksson, Estep, Hansbo and Johnson [75]. It has been further developed in
[2, 108, 192]. A summary is provided in [14]. Applications include fluid-dynamics [24,
148], structural dynamics [201, 202], and further to complex multiphysics problems
like chemically reactive flows [40]. We are specifically interested in fluid-structure
interaction references [84, 118, 205, 252, 264].

The DWR method allows for estimating the error v — u;, between the exact solution
u € V (for a function space V') to the PDE and the Galerkin solution uj, € V, CV in
general functionals J : V' — R. These functionals can be norms but also more general
expressions, like point-values, (local) averages or technical expressions like (in the
case of fluid dynamics) lift- or drag-coefficients. Error estimators based on the DWR
method always consist of residual evaluations, that are weighted by adjoint sensitivity
measures. These sensitivities are the solution to adjoint problems that measure the
influence of the error functional J. For adaptive mesh refinement, we need to localize
the error estimator n(up, z,) ~ J(u) — J(up) (for its definition see Equation (183)).
The quality of this approximation procedure can be measured by the effectivity index
effy,, defined as

n(un, 2n)
J(u) = J(un)’

Similar to the effectivity index (175), we define the indicator index to measure the
quality of the localization process:

effy, := (175)

: ._ Zz |7
indy, : T00) = )] (176)
It is not possible to reach strict effectivity with ind, — 1 in the context of goal-
oriented errors. The functional error J(u) — J(up) has a sign, and hence the error
can vanish, although the solution shows a very large approximation error, e.g. by
symmetry reasons. The local estimator values n; may have changing sign, such that
> Imi| may be a strong over-estimation. However, we will aim at strategies, where
indj, is uniformely bounded in h.
Let us again concentrate on stationary formulations in order to learn the tech-
niques. The Galerkin approximation to Equation (120) (neglecting the time deriva-
tives and stabilization terms), reads: Find U, = {0¢,hs Vs, Ug p, Us,hy Dfn} € )?f(l),D’

23 Another variational technique based on filtering was introduced in [41].
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where )A(,?’D = {07, +V19,17,h} X Lo ¥ {a7), —|—‘A/fo’ﬁ’h} x {al, +V£h} X f/?c’h, such that
AU (W) = F(0),) VT, € X (177)

The solution Uy, is used to calculate an approximation .J (Uh) of the goal-functional
J( U ): X — R. This functional is assumed to be sufficiently differentiable. Concretely,
it is used for the evaluation of point values (the deflection of the valve), line integrals
(the computation of the stresses), or domain integrals (L2-norm of the velocity).

Example 7.3. The error of a deflection s in y-direction at some point p € Q can be
estimated using the following (reqularized) functional:

Hiny) = Bl [ e di = 0,006 + O,

€

where B is the €-ball around the point p.

Example 7.4. The error of mean normal fluxes over lower-dimensional manifolds.
For example, we compute the error of wall stresses in y-direction along the interface
between the fluid and the structure, which can be estimated with

J(U) = /S Jo;FThyd ds,

where d is a unit vector perpendicular to the mean flow direction. Later, we compute
the wall stresses along the interface of the aorta S := T 4ortq. In particular, accurate
wall stress measurement is important for clinical applications.

We use the (formal) Euler-Lagrange method, to derive a computable representation

of the approximation error J(U) — J(Uy). Concretely, the task is
min{J(U) — J(U,)} st. AO)(¥) = F(¥) v¥eX.

As usual for optimization problems, we introduce a dual variable Z (usually referred
to as sensitivity) to formulate the Lagrangian functional

L(U,Z)=JU0)+ F(Z) - AU)(2).
We obtain the optimality system
L(U,2)(02)=F(6Z) - A(U)(6Z) =0 dZ € X,
L, (U, 2)(00) = J'(U)(6U) — A, (U)(0U, Z) =0 46U € X.

In this context, we deal with a primal problem and a dual problem. The primal
problem corresponds to the original equation. In an appropriate discrete space X C
X, the discrete problem reads:

L5 (On, 20)(02n) = F(Z4) — A(UW)(620) =0 62y € X, (178)
L2 (Un, Z0)(80n) = J'(Un)(00k) — Al (U3) (60U, Z1) = 0 60y € Xp,. (179)
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For given solutions {U, Z} and {U},, Z,} we obtain the following identity for the ap-
proximation error:

JU) = J(Uy) = LU, Z) — LUy, Z1,).
To compute this relation, we use the results of [27] and we obtain:

Theorem 7.5. For any solution of the Problem 177, we obtain the error representation

ﬂm—J@m:%mmMZ—¢w+%f@mZMUféw+R?, (180)

for all {é)h, \ilh} S )A(h X )/fh and with the primal and dual residuals:

p(U)(Z = ¥p) = —A(U) (), (181)
n)

p*(Un, Z)(U — &3,) := J' (U

(-) = A (Un) (-, Zn). (182)

The remainder term is Rgg) s cubic in the primal and the dual errors. This error
identity can be used to drive an automatic mesh refinement process and/or can be
adopted to estimate the error.

Proof. We refer to [27] for a proof of this theorem. O

Neglecting the remainder results in the error estimator

n(un, zn) = %P(Uh)(z —Wy) + §p*(0h, Zp)(U — p). (183)

The dual variable Z = {27,27, 27, 2, 24} is computed with the corresponding (lin-
earized) dual problem (obtained as first equation in (178))

A/(Uh)(\i/h, Zh) = J/(\i/h)7 V\i/h S Xh, (184)

where not necessarily X, = X’h. The matrix A’ denotes the transposed matrix of the
primal problem and it is assembled as one further Newton Jacobian in the nonlinear
solution process; we refer to [14]. The dual Problem (184) can be solved with a
global higher approximation or local higher interpolation. With these solutions, we
obtain approximations of the differences Z — W, in the error representation (180). The
solvability of the primal problem and the dual problem is not for granted, we refer for
a deeper discussion to [71].

7.3.1 The classical DWR localization for simplified fluid-structure interaction

Proposition 7.6. With the previous assumptions, we have for stationary fluid-structure
interaction the error representation

J(U) = J(Un) = 0l +nj, + 1, (185)
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where we split the local error indicators into fluid n,}:, structure iy, , and interface con-
tributions m;,. In detail, we have

= Y {(hp I (F Vi V)iog + Y - Gappr — Vi, 25 — ), (156)
KeTy
1 o e~ am g R
5P i) 25 = B o pomor, + (@0 (TP 100), 20 = 9
(187)

o o U Tu L. ~ U Tu
+ (V- Goneshs 2y — d’h)f(f + 5([0meshnﬂ7 Zy — %th)af(f\aﬁufi} (188)

(189)

and

~ - 1 am
M += Z {(V - Eappr, 2 7/’h) 2([anpprn8] 1/’h)aK \OQUT; ;o (190)
IA(E'f_h
and
i 1 e A—TA sV v 1. ~ su Tu
N = Z {5([JUfF 2 = vi)p, + 5([0meshnf}’zf — U7, (191)
IA{€7A71

([anpprns] ql}h) } (192)

where O mesn, was defined in Section 5.3.4 and where [-] denotes the jump across inter-
cell boundaries.

The previous declared error representation consists of the cell residuals (measuring
the consistency of the discrete solution Uj) and the edge terms [] (measuring the
discrete smoothness). The latter one has similar properties to the smoothness-based
refinement indicators as introduced before. The residuals terms are weighted with
so-called sensitivity factors

2})',5 - wZ’ 2_7;,3 - Q/J;:, 2? - ¢2>
that are obtained by solving the dual Problem (184).

Proposition 7.7. From the previous error representation, we derive the following
approximate error estimate

|() Uh|~z771(, WK*ZPKWKv

Keﬂl
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with the residual terms and the weights

1 N S 1A S A S A~ S A 1 ) v

PV = || = o (F Yoy - V)ig + Y - Gappr — Vgl W@ =128 - Piliz,
2 S S 2 sV v

P2 = 19 Sl wig =112 = P}l s
3 = 3 U e

P9 = |19 - Fmmesnll wid =12} — Pz,
1 TP T I 4 5P _ )

p(K) o= ||div(JF~o5)|| &, wk) =12} — Vil
5 Loo1/2) 154 Dot 5 Lo1y2), )

PR = §hK/ 17 r F T aglllokur, wig) = §hK/ 125 = ¥hllogur,»
6 Locipiime o 6)._ Lp1/2) 50 _ o

P(K) = §hK/ NEZ apprtis]llp o, wg() = §hK/ 125 = illogup,»
7 Loijoa 7 Le1/2)u _ ru

Pl = §hK/ [T mesntislll oz r, wig) = §hz</ 125 = ¥illogor,-

The weights w® are approzimated by post-processing of the discrete dual solution.

A mesh adaptation algorithm
Let an error tolerance TOL be given. Local error indicators from an a posteriori
error estimate on the mesh 7 are extracted to realize the mesh adaption:

|J(U) = J(U)| <= Z ng  for all cells K € Tp.
KET,
This information is used to adapt the mesh using the following strategy:

1. Compute the primal solution Uy, and the dual solution Z;, on the present mesh

Th-
2. Determine the cell indicator 7z at each cell K.

3. Compute the sum of all indicators 1 := 3z 7 ng-

4. Check, if the stopping criterion is satisfied: |J(U) — J(Un)| < 1 < TOL, then
accept Up, within the tolerance TOL. Otherwise, proceed to the following step.

5. Mark all cells K; that have values N, above the average < (where N denotes

N
the total number of cells of the mesh Ty and a = 1).
Other mesh adaption strategies are discussed in [14, 27].

Remark 7.8 (Drawbacks of the classical approach). Partial integration (similar to
[40]) is not required. Consequently, we neither need to evaluate a strong form nor face
terms in the inner part of the domain. Consequently, lengthy terms and computational
costly evaluations are avoided. ©
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7.3.2 A new PUM-based localization for fluid-structure interation

What are now the key features?

e In addition to Remark 7.8, it is the ease of implementation and accuracy (in
particular for situations as shown before: fluid-structure solid growth, reactive
flow coupled to Navier-Stokes);

e this is achieved by keeping the weak form and introducing a partition-of-unity
(PU), which can be of lowest order (e.g., @1 elements);

e Straightforward to employ;

e Does not require patched meshes.

7.3.2.1 Formulation for Poisson’s problem Let the PU be denoted by Vh(l) (with-
out restrictions on Dirichlet boundaries) and with its usual nodal basis {¢7, i =
1,...,N (1)}. The local error indicator for Poisson’s problem,

(Vu, Vo) = (f,¢) Vo€V,
is then given by [211]

N

a0 = S .02 — elba — (Vun V(6E — i)} 5. (198)

j=1

and it can be efficiently computed in an element-wise manner, as only few test-functions
{L, éi) “ and ¥ overlap on every element K € (.

For the application, we only need evaluations of the right hand side and the residual
with modified test-function. This localization technique can be readily applied to
general meshes in two and three dimensions. In contrast to the filtering approach,
we do not require special mesh structures, such as patches. In particular for three
dimensional simulations, the use of patched meshes can substantially increases the
problem size. However, the problem of obtaining good approximations to the weights
z —ipz and u — ipu remains and here, using reconstruction of patches still is one of
the most efficient strategies.
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7.3.2.2 Formulation for FSI Extending from Poisson’s to FSI, the primal DWR
estimator for stationary fluid-structure interaction reads [210]:

Proposition 7.9.

N
nV =Y (g I (F g - V)0g),4)g, — (J, T V0 g+ (G50 )5,
j=1

- (ﬁi, 61[)1)%3; - (3777.88h7 61&“)6” - (div(jﬁilﬁf)vdzp)A
where the weighting functions are defined as
v, 2),J j i
1/1 = ( (Qh)ﬂf - i,y)'lzbha
N 2),J j i
1/J = ( (Qh),qz - i,u)ﬂfha
7 2),3 j i
9P = (85 — Sy Vi
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Figure 52: FSI 1-benchmark: Error plots for point value u, error estimation.
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Table 2: Effectivity indices: FSI 1-benchmark

Eff(dwr)

Uy
8.95¢ — 4

DoF
14572
48420

170416

Eff(global)

DoF
17504
68736

272384

3.43e —1

2.92e -1

8.96e — 04

3.13e -1

8.47e¢ — 4

3.70e — 1

8.40e — 04

9.55e — 1

8.22¢ — 4

6.06e — 1

8.24e — 04
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7.4 Gradient-based optimization

Likewise to Section 7.3, we concentrate on stationary FSI-problems. We first describe
general concepts and then proceed with optimal control and parameter estimation
problems for Navier-Stokes and FSI. General and nicely-written introductions can be
found e.g., in [136, 186, 236, 241].

e For optimization we consider the following setting: by J : X — R we denote a
given functional of interest. We assume, that J is two times continuously Fréchet
differentiable.

Example 7.10. Such a functional can be the measurement of wall-stresses, flow rates
or a bending moment.

Furthermore, by Q4 we denote a finite dimensional set of control parameters that
enter the state problem. We notice that the developed algorithms of this study could
also be used for infinite control spaces; for optimization with parabolic equations we
refer the reader to [175]. Among endless possibilities for the control ¢ € @4, common
examples are material parameters, inflow rates or pressure-drops. For a given ¢ € Qg,
the controlled state-equation is split into the (nonlinear) state part and a control term
which linearly depends on the control ¢ € Qg4:

Ucvp+X: AU)®) +BU)(q,®) =0 Vde X, (194)

where the exact definition of the control form B(-)(, -) depends on the particular choice
of the control type. To keep the notation easy in the present section, we combine the
state operator and the control operator into one common semi-linear form:

A(q, U)(®) := A(U)(®) + B(U)(q, ).

The goal of our optimization problem is to determine the optimal parameters ¢ € Qg
such that the functional of interest J(-) gets minimal. This quantity of interest is
completed by a regularization term of Tikhonov type, which involves a corresponding
regularization parameter a. Then, the cost functional reads:

« _
Ta,0) = J(0) + S la ~ (195)
with a reference control § € ()4 and a suitable norm || - ||o in the control-space. We
consider the following optimization problem:

Problem 7.11 (Constrained optimization). Minimize the cost functional J(q,U) sub-
ject to the state equation A(q,U)(®) =0 (as defined in (194)) for (¢,U) € Q x {vp +
X}.

The constrained optimization problem on the space Qg4 x X is reformulated into
an unconstrained optimization problem on the space )y. Therefore, we assume the
existence of the solution operator S : Q4 — vp + X with a unique solution U = S(q).
Herewith, we define the reduced cost functional j : Q4 — R by

i(q) = J(q,5(q))- (196)

Thus, the constrained optimization problem can be formulated by means of
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Problem 7.12 (Unconstrained optimization). Minimize j(q) for ¢ € Qq.

Remark 7.13. Because of the nonlinear structure of the state equation (194), the
reduced cost functional is in general not conver (even if the cost functional J(q,U)
would be so).

Using the reduced formulation of Problem 7.12; the existence of the optimization
problem could be shown with the help of calculus of variations (see, e.g., [167]). A
detailed analysis of theoretical results discussing the well-posedness of this general
optimality system as well as the existence and uniqueness of possible optimal solutions
are found in the literature, see e.g. [136, 236].

Then:

Problem 7.14.
i(q) == J(q,5(q)) = min, A(q,5(q))(¥)=0 V¥eV. (197)
The local existence and sufficient reqularity of S is assumed.

The solution to the unconstrained Problem 7.14 is characterized by the first-order
necessary-optimality condition:

7'(9)(6q) =0 Viq € Qa. (198)
The second-order necessary-optimality which guarantees a (local) minimum reads:
7"(q)(3q,6¢) >0 Vg € Q. (199)

In the following, we concentrate on the (formal) computation of the optimality
conditions that are employed for the implementation. The most easy way to express
them is done by means of the Lagrangian £: Qg x X x X — R:

L(q,U,7Z):=J(q,U) — A(q,U)(Z). (200)

With the help of the Lagrangian, we derive the optimality system (Karush-Kuhn-
Tucker - KKT system) for a triple (¢,U, Z) € Q4 x X X X:

Ly(q,U,Z)(®)=0 VPeX (State Equation),

Ly(q,U,Z)(®)=0 VdPeX (Adjoint Equation),

L,(q,U,Z)(6q) =0 Viq € Qq (Gradient Equation),
or equivalently

A(q,U)(®) =0 VO € X,
Ap(q,U)(®,2) = Ty (g, U)(®) Vo € X, (201)

Remark 7.15. The KKT system is equivalent to the first-order necessary-optimality
condition stated before, if the linearization of the semi-linear form is regular enough.
We note that this system could be directly discretized with a Galerkin finite element

method. Another approach (see [22, 25, 175]) that uses the reduced formulation is
discussed in the following. ©
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7.4.1 Solution process of the reduced formulation

In the following, we discuss the solution process of the unconstrained optimization
problem. The philosophy of this section follows [22, 25, 175]; their results have been
built upon the earlier studies elsewhere [135, 235]. The algorithms are still general
enough to be independent from fluid-structure interaction.

We use the standard Newton method to solve the optimization problem. On this
level, because we need to work with the discretized control space QQg4, we introduce its
basis

{rqi]i=1,2,3,...,dimQq} .
Specifically, the control space @4 in this work is always finite dimensional with one or
two parameters:
span{qi, g2} =: Qa = R?,

ie., dimQy = 2.

With these preliminaries, Newton’s method to solve Problem 7.12 reads: For [ =
0,1,..., solve

7"(d")(dq,7q) = —j'(d")(8q) Vg € Qu,

I+1

(202)
¢ =q + wéq,

with a line search parameter w € (0, 1] which will be specified in Algorithm 7.18.
Specifically, the residual and the Hessian of Newton’s method (202) can be computed
with the help of the following two results:

Proposition 7.16 (Residual of Newton’s method). Let ¢ € Qq,U = S(¢) € X and
Z € X the dual solution be obtained after solving the first and second equation of the
KKT system (201). Then the residual of Newton’s method (202) is defined as

7'(9)(8q) = L4(q,U, Z)(dq),
i.€., in explicit representation
7(@)(0q) == ar(e,7q)q — Ag(q,U)(7q, Z).
Proof. The proof uses standard techniques. Details can be found in [25]. O

Proposition 7.17 (Hessian of Newton’s method). Let ¢ € Qq,U = S(¢) € X and
Z € X and dq € Qg be given. Further, let 0U € X be the solution of the tangent
problem

SU € X, Aly(q,U)(U,®) = —A(q,U)(00,®) ¥ € X,

and §Z € X the solution of the adjoint Hessian problem
Ay(q, U)(®,0Z) = Jijy(q, U)(0U, @)= Ay (. U)(6U, @, Z) Ay (¢, U)(dg, @, Z) VP € X.
Then it holds for all Tq € Qg:

j//(q) (6(], T(J) = O‘T((s(b TC])Q*A;/Q(% U)(&J; Tq, Z)f 6(] (qa U) (5U7 T4, Z)iA; (qa U) (TQ> 5Z)
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This is equivalent to
3"(q)(6q, Tq) = L3,(q,U, Z)(dq,7q)
+ L{,(q,U, Z) (U, 7q)
+ Zq(Qa U7 Z)((SZqu) fO’f’ Tq € Q

Proof. For the proof this statement (including its time-dependent version), we refer
to Becker et al. [25]. The stationary version of this proposition is easily derived by

neglecting all time derivatives, which concludes the assertion.

Let us summarize the important equations.
Lagrangian

’C(Qv u, Z) = J(q7 ’LL) - A(Q» u) (Z)
State Equation

a(g,u)(¢) =0

Dual Equation

L, (q,u,2)(¢) =0
& ay,(q,u) (¢, z) = J,,(q,u)(¢)

Tangent Equation

Ly.(q,u, 2)(0q, ¢) + Ly, (g, u, 2)(du, ¢) =0
& ay,(q,u)(6u, ¢) + ay (g, u)(dq, ¢) =

Dual Hessian Equation

L3(q,u,2)(8¢, ) + L1, (a4, u, 2)(0u, ¢)
+ LY (q,u,2)(62,9) =0
& a,(q,u)(¢,02) +auu(Q7 u)(0u, ¢, z)
qu(@,0) (89,6, 2) = T}, (q,u)(:, )

Newton left hand side: first derivative

3'(q)(6q) = L! 2@, u,2)(0q) (Gradient equation)
& ' (9)(09) = —ay(q,u)(9q, 2) + Jo(q,u)(dq)

Newton right hand side: second derivative
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7" (q)(dq,0r) = L, (q,u, 2)(8q,0r) + Ly, (q,u, 2)(du, or)
+ L7, (q,u, 2)(6z,67)
& j"(q)(0q, 0r) = Ji, (q,u)(8q, 07) — ag,(q,u)(dq, dr, 2)
- CLH (Q7 U) (5U7 5T7 Z) - a;(qv U)(é?", 52)

ugq

The two previously mentioned propositions form the basis of the following optimiza-
tion algorithm:

Algorithm 7.18 (Optimization loop). Given an initial control ¢° € Qg iterate for
1=0,1,...:

1. Compute the state solution U' = {v!, p', u'}:
Ucuop+X, Ald,UHP)=0 VdeAX.
2. Compute adjoint solution Z' = {z}, 2}, 2!}
Ztex, Ay(d,UN®, 2" = J, (¢, UYP) Vo e X.

3. Ewvaluate Newton’s right hand side (Proposition 7.16) for Qq > 17q = 7¢;, (i =
1,2,...dim Q)

7'(@)(6a) = ar(d . Tai)o — AL(d", U (r4:, Z'), i=1,2,...dimQq.

4. Assemble the coefficient vector f € RYI™Qa (g5 representation for the right hand
side Vj(q') € Qq of Newton’s method):

Gf = (' (@)ra)Z @, Gy = (a5 70)e:
where j/(¢)(ra:) = (Vi(d'). 7a:) = X525 £(ra5. 7a1) -
5. Compute the tangent solution SU' = {6v', 6p', 6ul}:
sU' e X, Ap(d,UNU', @) = —AlL(¢",U")(6q,®) VP € X.
6. Compute the adjoint for Hessian solution 6Z' = {62, Jzé,dzi}.'
§Z' e x, AL (¢, UY®, 07" = Ty (¢, UY U, @)
— Ay (', UN(SU, @, Z2') — Ay (¢!, U")(6g, @, 2") VO € X.

7. Evaluate Newton’s left hand side (Proposition 7.17) for Qq > 7q = 7q;, (i =
1,2,...dimQyg):

3"(@)(6q,7q:) == ar(8q,7q:)q — A (¢, U (8¢, 7¢:, Z")
- A/[']q(ql,Ul)(éUl,Tqi, zh — A;(ql, UY(rq;,62Y) Véq € Qq.
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8. Assemble the coefficient vector h € RI™(@a) (as representation of the left hand
side 5"(¢")(6q,7q;) of Newton’s method):

Gh = (5" (q)(5q, ;)1 @
where j"(q")(0q,7a;) = (V2j(¢)(0q, 7a:) @) 170" = 3071 hy(745,7i)q-
9. Solve: j"(¢")(5q,7q;) = —5'(¢")(7¢:) with Tq; € Qq via
1
Minimize  j(q') + (f,d) + 5 (Hd, d),

with {(a,b) := aTGb and H := G K. Furthermore, K;; = V?5(¢")(6qj,7¢)0)q
denotes the coefficient matriz of the Hessian V2j(q') and d € R¥™%@4 represents
the coefficient vector of q. The solution is obtained by a CG-solver that requires
matriz-vector products only.

10. Correction step:

¢ =4 +wiq,

with w € (0,1] as large as possible, such that
jld' +6q) < j(d") +w- Vi(d")dq.

The parameter w is determined via the Armijo-backtracking strategy. For details
we refer the reader to [185, 186].

11. Increment ! — 1+ 1.
12. Repeat all steps until: |f| = || Vj(¢)| < TOL.

This section is devoted to the application of the presented scheme to fluid-structure
interaction systems. First, we need to evaluate all derivatives necessary to assemble the
systems required to carry out Algorithm 7.18. While an approximation of the deriva-
tives would in principle be possible by using finite differences [118] or by automatic
differentiation, see [70] in the context of fluid-structure interaction, we analytically
calculate all these derivatives as shown in Section 6.4.

7.4.1.1 State and adjoint equations In steps 1, 2, 5 and 6 of the algorithm, we need
to solve problems given in a variational formulation using the test- and trial-space X.
These infinite dimensional problems will be discretized using the finite element method.
All these variational problems are surface-coupled problems with different equations
in the fluid and the structure domain. All four problems include balancing conditions
on the common interface I';, where in the case of the state-equation in Step 1 these
balancing conditions are standard conditions of continuous velocity and the dynamic
coupling conditions of the interface stresses:

vy =0 onlj.

R (203)
Jo B ng + F¥ns =0 onljy.
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In [208] we provide details on all derived variational formulations appearing in Algo-
rithm 7.18. For solving the nonlinear state equation, we employ a Newton method
that requires the Jacobian of the semilinear-form A(-)(-). This linearized equation
utilizes the same bilinear form as the tangent equation in Step 5 of the algorithm. The
coupling condition given by variational manners are the linearization of (203). Let
W = {w,, wp,w,} € X be the unknown solution. Then, it holds on T';:

J {%(wv) + %(wp) + dd%(wu) +tr(F~1Vw,)6s — 6fF_1Wu} ny

dX¥s
du

+ {unZS + F (wu)} ns=0, wy=0. (204)

Once the Jacobian is implemented, the adjoint form is given by transposing the
system matrix. Hence, the effort for solving the adjoint equations is comparable to
an additional step of the state equation’s Newton scheme. The balancing condition
inherent in the adjoint equation is given by variational principles and is of Robin-
type coupling all three adjoint variables z,, 2, and z,. The derivation of the strong
formulation of this coupling condition is cumbersome. In Figure 54 we show the veloc-
ity, displacement and pressure of the optimal state solution and their corresponding
adjoint solutions. These visualizations are taken from [208].

Figure 54: FSI-1 optimal control benchmark problem taken from [208]. Left: primal so-
lutions of the optimal state for velocity, displacement, and pressure. Right:
adjoint solutions for velocity, displacement and pressure at the right. Note,
that velocity and pressure components are defined in the fluid domain only.
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7.4.2 Implementation structure in DOpElib

The implementation is based on DOpEIlib and was initially inspired ?* by Gascoigne

[23] and RoDoBo [212].

CellEquation (state) <  A(g,u)(¢)
CellEquationU (adjoint) < Al (q,u)(¢, 2)
CellEquationUT (tangent) < Al /(q,u)(du, )
CellEquationUTT (adjoint hessian) & Al (q,u)(¢,02)
CellEquationQ (gradient) < A (q,u)(dq, 2)
CellEquationQT (tangent) < Aj(q,u)(dq, ¢)
CellEquationQTT (hessian) < A (q,u)(dq,d2)
CellEquationUU (adjoint hessian) < Al (q,u)(du, ¢, z)
CellEquationQU (adjoint hessian) < A;’u(q, u)(dq, ¢, 2)
CellEquationUQ (hessian) < A7 (q,u)(du,or, z)
CellEquationQQ (hessian) < A;'q (q,u)(dq,dr, z)
CellRightHandSide (state) <  f(¢)
CellMatrix (all) <  A'(q,u)(0u)
ControlCellEquation (gradient or hessian) < L{(q,u, 2)(dq)
ControlCellMatrix (all) < A(q,u)(¢)
Functionals
Value (all) < J(q,u)
ValueU (all) < J/(q,u)(¢)
ValueQ (all) < J!(q,u)(¢)
ValueUU (all) < J . (q,u)(®, )
ValueQU (all) < J” (q,u)(1), @)
ValueUQ (all) < J (q,u)(¥, )
ValueQQ (all) < J/ (q,u)(v, )

24 Actually in the years 2009/2010 when the project started.
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7.4.3 Boundary control of stationary fluid flow

Let us see whether we understood the concepts and compute a numerical test. The
following example has been proposed by Roland Becker [21, 22].

(0,4.1) Lq (22,4.1)
> A=(6.0,2.0)
: -
- a
(0,0) Lo (22,0)

Figure 55: Flow around cylinder with elastic flag with circle-center (2,2) and radius
r = 0.5. Structure material: ‘compressible St. Venant-Kirchhoff’.

7.4.3.1 Configuration Goal of optimization is drag minimization around the cylin-
der:

(Jprag(U),0) := (Fp,0) = /Sof -ny ey ds. (228)

As usually, the stress tensor is given by
of = —pl + pv(Vou + Vo).

The Neumann control acts at the boundary I'g and is given by a piecewise constant
control ¢ = {q1,q2} € R%. The initial values can be chosen as ¢ = 0.0 or ¢ = 0.1 for
both components. The physical unknowns are a vector-velocity field v and as scalar
pressure field p. The semi-linear form of the problem reads:

Find u = {v,p} € {v"™ + V} x L? and ¢ € R? such that

A(Q7 u)(gb) = pl/(V’U + VvTa V¢U)Qf + (VU’U7 (blu)ﬂf - (p’ V- ¢U)Qf + (v v, gbp)ﬂf

- ((J7n ' d)U)FQ =0.

for all test functions ¢ = {¢?,$?} € V. Please note that the convection term differs

from standard notation:
Vov = (Vo)v =v - Vo.

Further the pressure term can be rewritten as
_(p? V- ¢U)Qf = _(pla V¢U)Qf

where I denotes the identity matrix in 2D.
The target functional is considered as

J(Uap):/ TL'O'(’U7p)'ddS7
T'o
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where I'p denotes the cylinder boundary, and d is a vector in the direction of the mean
flow. For theoretical and numerical reasons, this functional needs to be regularized,
including the control variable ¢, such that

3 [0
J(q,v,p) = j(v,p) + §||q— ol

where « is the Tikhonov parameter and gy some reference control.

The rest of the program is similar to the previous optimization problems where we
formulate the state equation in a weak form a(v,p)(¢) such that the final problem
reads

J(g,v,p) = min s.t. A(q,v,p)(¢) =0.

7.4.3.2 Equations for gradient-based optimization The following terms are required
for the optimization process:
CellEquation (state): Compute

A(q,u)(¢) = pr(Vv + Vo' , Vo), + (Vvv, ¢")q,
- (p7 v : d)v)ﬂf + (V - v, ¢p)Qf-

CellMatrix (all): Compute

where the velocity v of fluid’s convection term depends the type of equation under
investigation:

v=12v""1 (Previous Newton step for state matrix)

v = v (Actual state solution for adjoint, gradient, etc.)

CellEquationU (adjoint): Compute

ay,(q,u) (¢, 2) = pr(Ve' + V(¢°)",Vz")q, + (Vo' v + Vo' *e¢? %),
— (#P1,V2")q, + (V- 9", 2F)q,

CellEquationUT (tangent): Compute

al, (g, u)(6u, @) = pr(Vou' + V(u®)", Ve')qa, + (Vou’ v* + Vo5, ¢")q,
— (0uPI,V¢?)a, + (V- du’, "),

CellEquationUTT (adjoint hessian): Compute

a,y(¢,u)(¢,02) = pr(V¢" + V(¢°)T, Vdz")q, + (Vo© v + VoS tateg¥ §27)q,
— (¢pI, V(SZU)Qf + (V : (b”,dzp)gf
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CellEquationUU (adjoint hessian): Compute

azu(q7 u)(éu7 ¢7 Z) — (V(bv 5uv,state + V6’U,U’St”’te 11, ZU)Q

f

Here: 2V are the adjoint values as already shown before, and du?-'**¢ are the tangent
values which are already computed.
BoundaryEquation (state): Compute

A(q7 ’U,)((b) = —py(V’UT - n, ¢U)Fout - (qUﬂ n- qsv)qu - <QI7 n- ¢U)Fq1
BoundaryMatrix (all): Compute

A(Qa u)(¢ia ¢J) = _py(v(¢;j)T - n, ¢71;))Fout
BoundaryEquationQ (gradient): Compute
Ag(q,u)(0g,2)[0] = —(1,n - 2")r,,
Aq(q,u)(0q,2)[1] = —(L,n - 2")r,,

where dg = 1 since ¢ has been chosen constant.
BoundaryEquationQT (tangent): Compute

Ay(g,w)(0g,9) = —(3g0, 9" - n)r e — (9q1, 9" - 1)1,
BoundaryEquationQTT (hessian): Compute

A;(q’ u)(6Q7 6Z)[O] = _(17 n- ZU)FqO
A:;(q’ u)((SCL 62)[1] = _(17 n- Zv)F

ql

where dg = 1 since ¢ has been chosen constant.
BoundaryEquationU (adjoint): Compute

A(q,u)(¢,2) = —pr(V(¢")T -, 2")r,,,
BoundaryEquationUT (tangent): Compute
Au(g,u)(0u, ¢) = —pr(V(u”)" - n,¢")r, .
BoundaryEquationUTT (adjoint hessian): Compute
A (q,u)(9,02) = —pr(V(¢")" - n,82")r,,,

ControlCellEquation (gradient or hessian):
ControlCellMatrix (all):

We turn now to the computation of the cost functional including the regularization
term.

BoundaryValue:

«
Haww) = o [ orto.p) nesds+ Sl
S
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where ¢p = 500 and a > 0

BoundaryValueU:
Tia)(®) = ep [ o767, 07) ey ds
BoundaryValueQ:
Jolq,u)(d) = alg, d)r,
BoundaryValueQQ:

Jgq(@,u)(0q,0) = a(dg, ¢)r,

7.4.3.3 Numerical results We consult our source code from [116]
Examples/0PT/StatPDE/Example3 (in version dopelib-2.0).

As starting values for ¢ we choose in a first run ¢ = 0 and also ¢ = 0.1 in order to
see if we converge to the same optimal solution.

DoF | Gstart | Gtop | Gbottom | Jopt | Dra‘gopt || Jstart | Dragstart

6000 | 0.0 0.312 | 0.309 2.5595 | 2.46292 || 4.144 | 4.1443
6000 | 0.1 0.312 | 0.309 2.5595 | 2.46292 || 3.083 | 3.0731

0.40: 0.40 g
0.30 #~ 0.30
0.20 0.20
0.10 0.10
A -
0.5 1.0 1.5 2.0 0.5 1.0 1.5 2.0
0.20 0.20:
0.30 0.30
0.20 0.20
0.10 0.10
0.5 1.0 1.5 2.0 0.5 1.0 1.5 2.0

Figure 56: Stationary flow control: primal solution at the beginning and end of the
optimization (top) and corresponding adjoint solution (bottom). For all
solutions, we plot the xz-velocity field.

7.4.4 FSI-1 parameter estimation benchmark

This second test is taken from [208] and we consider another extension of the FSI-
1 benchmark problem and define a parameter identification test-case. We aim at
identifying the Lamé coefficient us in such a way, that the tip of the beam undergoes
a given deformation u,(A) = 8.2-107* (i.e., close to the solution of the uncontrolled
configuration in the original FSI-1 benchmark problem). All material parameters as
well as the boundary data is chosen as in the previous section. For identifying the
parameter we choose the following regularized functional:

_ o _
J(@,U) = lluy =y |* + 5 lla = all?,
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DoF Uy (A) uy(A) q
5032 2.38095¢ — 05 0.000920281 471742
19488 2.37664e — 05 0.000844817 477626
76672 2.35301le — 05 0.000837236 481284
Uncontrolled
76672 218.332¢e — 05 0.001999470 500
FSI-1 benchmark results (without any control)
76672 2.27036e — 05 0.000822894 500000

Table 3: FSI-1 parameter estimation problem. Initial control ginitial = 500, ¢ =5 - 10°
and oo = 107°.

with ¢ = p, (the Lamé coefficient) and 4, = 8.2-10~*. Furthermore, we choose
G=>5-10"° and a small Tikhonov parameter o = 107°.

The initial control value is given by ginitial = finitial = 500, far away from the optimal
state. In Table 3 we indicate the results of the optimization algorithm. In Figure 57
we show plots of the state and adjoint solution for this optimization problem.

.40
.30
.20

© © o ©

.10

.40'

.30
.20
.10

Q © © ©

Figure 57: FSI parameter estimation: x-velocity profile (top) and corresponding ad-
joint solution in v, direction (middle) and adjoint solution in v, direction
(bottom).
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7.4.5 Monolithic versus partitioned coupling in Newton’s optimization loop

We want to draw our attention to an interesting study in comparing monolithically-
coupled fluid-structure interaction and partitioned coupling on the level of the outer
optimization loop. This is achieved by neglecting the ALE-transformation in the ad-
joint, tangent and additional Hessian. Then, we clearly observe that monolithic cou-
pling allows for higher accuracy as shown in Figure 7.4.5. This is in perfect agreement
with partitioned (weak and strong) coupling and a monolithic approach for the for-
ward problem. If you wish to satisfy a good tolerance for the coupling conditions, you
either need to use a partitioned algorithm with strong coupling (i.e., possibly many
subiterations in each time step) or you should use a monolithically-coupled scheme.

exact a&joint —e—
simplified adjoint ---e---

0.1 F
0.01
0.001 F

0.0001 F

1e-05

Newton Residual

1e-06 F

1e-07

1e-08
0

Newton Step

Figure 58: Convergence of the Newton iteration considering exact adjoint equations
and a simplification neglecting the adjoint coupling conditions.
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